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  بسم االله الرحمن الرحيم

  

  با سلام خدمت استاد گرامي جناب آقاي دكتر محمد محمدي

 نرم افزاري آن به CD قدرت را به همراه _احتراما متن پايان نامه دوره كارشناسي برق 

صل اول ه سفارش جنابعالي در فبه استحضار مي رسانيم كه ب. جنابعالي تقديم مي نمائيم 

امنيت سيستم قدرت و در فصل دوم مقدمه اي در رابطه با اين متن مقدمه اي در مورد 

 كه به SVM و نرم افزارSVMشبكه هاي عصبي مصنوعي ودر سه فصل آخر به موضوع 

  و PSAT نوشته شده است ، و روش استفاده از دو نرم افزار MATLABزبان 

POWER WORLD SIMULATOR در بدست آوردن حالت سيستم قدرت و 

  .   پرداخته ايم SVMارزيابي حالات آتي سيستم به كمك 

در پايان از جنابعالي به خاطر حمايت هاي بي دريغتان در به اتمام رسانيدن اين پايان نامه 

و هم چنين از كليه اساتيد و سروران گرامي كه از محضرشان علم وادب آموختيم نهايت 

  . را داريم واز خداوند متعال سلامتي و توفيق روز افزون را براي شما آرزومنديم تشكر 

  

                                                                         علي محمد زارع

                                                                            اميد نصيري
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 :مه واژه نا
 

  

SVM : Support Vector Machine 

SVR :  Support Vector Regression 

SVC :  Support Vector Classification 

SRM : Structural Risk Minimization 

ERM : Emperical Risk Minimization 

SSA :  Static Security Assessment 

DSA : Dynamic Security Assessment 
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  انرژي رساني و مفهوم امنيت    1-1

انرژي ، مصرف كنندگان را با انرژي الكتريكي تغذيه نمايد نهائي يك سيستم قدرت آن است كههدف 

 در طول تاريخ ، مفاهيم متعددي به خود گرفته و _وصا در حيطه انرژي الكتريكي رساني و مخص

چنانكه در زمان اولين برق رساني مفاهيمي . متضمن برآورده كردن خواسته هاي گوناگوني شده است 

، ضريب اطمينان سيستم ، ميزان تعهد شركت هاي برق در تداوم چون كيفيت توان ، پايداري شبكه 

 مطلوب است كه مشخصات زير را دارا باشد يامروز انرژي. وجود نداشتند ...  به مشتركان وبرق رساني

:  

  .به دست مصرف كننده برسد تا جائي كه ممكن است ارزان قيمت  -1

برق دار كردن مصرف كننده ها بايد همراه با اطمينان دادن به آنها در مورد پيوستگي برق دار  -2

 . يك حد منطقي انتظار تداوم انرژي الكتريكي را دارند ماندن باشد چون مصرف كنندگان تا

مهمتر و ( كيفيت توان يكي از مسائل مهمي است كه امروزه با ورود عناصر مختلف به شبكه  -3

 .جاي بحث و بررسي بيشتري دارد ) تاثير گذارتر از همه ،عناصر الكترونيك قدرت هستند 

رق رساني مطلوب به مصرف كنندگان تعريف شود كه چه بسا ممكن است در آينده ،معيارهائي براي ب(

  ).امروزه حتي به لزوم وجود آنها فكر هم نمي شود 

  . باشد " ايمن "يك شبكه قدرت براي برآورده كردن اهداف فوق بايد يك سيستم 

ارهاي لازم براي  انجام ك"امنيت يك شبكه همان طور كه اشاره شد متضمن دو مفهوم گسترده 

در  . " قابليت اطمينان شبكه قدرت است " و "رف كننده از انرژي تحويل گرفته شده رضايتمندي مص

بايد گفت خصوصياتي در شبكه ) نه از ديدگاه مصرف كننده ( توصيف اين دو مفهوم از منظر شبكه 

 ارزيابي گردد " ايمن "برق رساني بايد وجود داشته باشد تا يك سيستم با توجه به پارامترهاي فوق ، 

  :ه از جمله اين شرايط مي توان به نكات زير اشاره كرد ك

  .در قسمت توليد ، بايد امكان توليد انرژي به ميزان كل تقاضا فراهم باشد  -1

مورد نياز است تا بتواند توان توليد انتقال انرژي  ، ابزار و ادوا تدر قسمت انتقال و توزيع  -2

 .شده را نهايتا به مصرف كننده برساند 

 بالا دستي ، كل مجموعه توليد ، انتقال و توزيع بايد بتواند د رمقابل خطاهاي غير از يك ديد -3

منتظره ، در يك تعامل خوب با همديگر، پايداري خود را حفظ كرده وبدون وقفه به مصرف 

 .كنندگان برق رساني كند 

ي ، طراحي و بهره ارزيابي امنيت شبكه ها امروزه يكي از مسائل مهم و مورد توجه در فاز برنامه ريز

  .از شبكه قدرت مي باشد برداري 
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  ارزيابي امنيت  2-1

مانند برخورد صاعقه به خط (اتفاقاتي كه در شبكه قدرت رخ مي دهند يا نتيجه امور طبيعي هستند 

مثل ( يا توسط عامل انساني به وجود آمده اند )  خط منجر مي شود جانتقال كه نهايتا به خرو

  ) سوئيچنگ يك خط 

به ) وسريع (ويا بزرگ ) ودر يك دامنه زماني طولاني (  پيشامدها مي تواند اغتشاش كوچك بروز

  :همراه داشته باشند مثلا زمان وقوع وگستردگي عواقب ناشي از دو اتفاق زير بطور فاحشي متفاوتند 

   مصرف كنندگان بصورت تصادفي بر اثر وقوع حادثه اي غيرمنتظره ،تغيير رفتار مصرف) الف

   خارج شدن يك خط انتقال يا يك نيروگاه از مدار )ب

معمولا شبيه سازي عددي يك رويداد براي ارزيابي تاثير آن واقعه روي شبكه قدرت ، استفاده مي شود 

ولي طبيعت غير خطي وغير قابل پيش بيني پديده هاي طبيعي و افزايش پيچيدگي در شبكه هاي 

  .كل مواجه مي كند امنيت را در شبكه با مشقدرت ، ارزيابي 

هر تغيير كوچك در هريك از بارهاي شبكه ، باعث تغيير وضعيت در سيستم شده و مجموعه هر تغيير 

با اين حال . به حاشيه هاي نا امني نزديك كرده يا از آن دور مي كند ) هر چند بسيار اندك ( كوچك 

رده در سيستم مي شود، ارزيابي مي امنيت شبكه ، فقط براي وقايع بزرگ كه منجر به تغيير حالات گست

  .گردد 

، عامل تغيير حالات وسيع ، وقايع بزرگ هستند مثلا عملكرد رله ها كه اكثرا موجب توضيح اينكه 

مي شوند ، يكي از عوامل مهم درتغيير وضعيت شبكه هاي قدرت رانسفورماتورها تخروج خطوط و 

  .است 

عكس شده   سيستم نسبت به تغيير شرايط كاري ايجادءبه جزء ، جزبعداز وقوع هر تغييري در شبكه 

العمل نشان داده وممكن است به يك وضعيت كاري جديد برسند ، بررسي عددي پاسخ به هر جزء به 

كه از .  ناميده مي شود " ارزيابي امنيت "تغيير اعمال شده و بررسي شرايط كاري جديد هر عنصر ، 

  .  توضيح داده شده است 1-3 است كه در بخش لحاظ نوع ارزيابي داراي سه زير شاخه
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     آناليزهائي براي ارزيابي امنيت 3-1

ارزيابي امنيت يك مفهوم گسترده است و هر روز بر وسعت آن اضافه مي گردد چنانكه امروزه برخي 

. گيرد را در بر مي ) مثلا مفهوم كيفيت توان ( از مفاهيمي كه قبلا به طور مستقل شناخته مي شدند 

  .بنابراين تعيين وضعيت امنيت يك سيستم منوط به انجام ارزيابي هاي متعددي مي باشد

. آناليزهاي متفاوتي كه در ارزيابي امنيت استفاده مي شوند، نشان داده شده است ) 1-1(در شكل

تصميم گيريهاي متفاوت براساس بازه زماني كه امنيت در آن بررسي مي ) 1-1(جدولهمچنين در 

 . مرتب شده است ،ودش

  

  
                        

  

  رده بندي عمليات ارزيابي امنيت) : 1-1(شكل 

  

  

 امنيت شبكه قدرت

 امنيت ديناميكي

 امنيت ولتاژ

 امنيت اضافه بار

 ناپايداري نوساني ناپايداري گذرا

 ناپايداري ولتاژ ولتاژ پائين

 اضافه بار در خطوط اضافه بار در ترانس
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  ارزيابي امنيت و تصميم گيري هاي وابسته به آن) : 1-1 (جدول

  مبناي تصميم گيري  تصميم  تصميم گير  بازه زماني

  

گام ارزيابي به هن

چند دقيقه تا چند (

  )ساعت

  

    

   اپراتور  

در وضعيت كاري فعلي 

سيستم ، چه اقداماتي بايد 

انجام شود تا مجموع كل 

  هزينه ها كاهش يابد ؟ 

  

  رياقوانين بهره برد _

 نتايج ارزيابي بلادرنگ _

  كمينه كردن كل هزينه _

  

برنامه ريزي براي 

چند (بهره برداري 

  )ساعت تا چند ماه 

  

  

  تحليل گر

  

  

ه بهره برداري از شبكه چگون

  شود ؟

لت بهره برداري حا -1

بيشترين فاصله 

مرزهاي ناامني داشته تا

  . باشد

قابليت اطمينان در نظر  -2

  .رفته شود گ

  

چند (برنامه ريزي 

  )ماه تا چند سال 

  

    تحليل گر

ال چگونه مي توان سيستم انتق

تر را در مقابله با ناامني مقاوم

  كرد ؟

  

ا حداكثر ميزان قابليت اطمينان ب

  توجه به حداقل كردن هزينه ها

  

وقتي كه سيستم محدوده زماني پايداري گذرا را رد ( اگر وضعيت امنيت سيستم بعد از وقوع خطا 

گفته مي ) SSA( ارزيابي شود به اين عمليات ، ارزيابي امنيت استاتيكي) كرده و به تعادل رسيده است 

الت دائم ، نشان دهنده توانائي سيستم در تغذيه ارزيابي امنيت استاتيكي يا بررسي وضعيت ح. شود 

  )1-2( شكل. ي در مجموعه پيش آيد " بد "بارها ست بدون اين كه شرط 

  
  

  در حالت دائم بررسي مي شود امنيت استاتيكي  ) : 1-2(                       شكل 

خطاها و 

 حوادث

 سيستم 

 قدرت
 حالت دائم حالت گذرا

محاسبات بسيار 

  .زياد است 

موقعيتي كه امنيت استاتيكي در 

  .آن بررسي مي شود 
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ز وقوع اغتشاش شروع شود و حالات گذرا در اين عمليات ولي اگر ارزيابي امنيت ، بلافاصله بعد ا

 از نظر انجمن DSAمفهوم . گفته مي شود ) DSA (يلحاظ گردد به آن ارزيابي امنيت ديناميك

  :مهندسي برق بصورت زير بيان مي شود 

  :سيستمي از نظر ديناميكي امن است كه 

  .در مقابل يك سري اتفاقات معين بتواند پايدار بماند  -1

 .د از رخداد اغتشاش ، توانائي انتقال حالت به يك وضعيت دائمي قابل قبول را داشته باشد بع -2

امنيت ديناميك ، توانائي يك سيستم را در تغذيه بارها با توجه به مسائل ديناميكي از قبيل ناپايداري 

  .نشان مي دهد ... گذرا ، نا پايداري نوساني ميرا شونده و

يك سيستم است در حفظ ولتاژ باس بارها ، يعني اين كه شبكه پايدار باشد و امنيت ولتاژ ، توانائي 

صرفا مفهوم ولتاژ داشتن باس بارها در لحظه ارزيابي امنيت مطرح نيست بلكه . بتواند پايدار باقي بماند 

  .اين نوع بررسي ، پيش بيني زمانهاي بعداز ارزيابي امنيت ولتاژ را نيز انجام مي دهد 

مي شوند ، شناسائي مي ) Voltage Collapse(ولتاژ حالاتي كه منجر به فروپاشي ولتاژ در امنيت 

  .گردند 

هر كدام از ارزيابي هاي امنيت استاتيك يا ديناميك يا امنيت ولتاژ بصورت موازي و كاملا مستقل از هم 

ي ها قرار بگيرد انجام مي شود ونتايج هر كدام به طور مستقل مي تواند مبناي يك سري از تصميم گير

  )كه مسلما دقيق و جامع نخواهد بود . ( 

 مي تواند به سرعت نتيجه امنيت حالت دائم يك شبكه را مشخص كند ، با يك نگاه ساده SSAمثلا 

به خروجي هاي استاتيكي هر شبكه ، بعد از وقوع هر اتفاق ، مي توان امنيت يا عدم امنيت آن را 

  .  بايد انجام شود DSAينكه سيستمي كاملا امن هست يا نه ، ولي براي دانستن ا. مشخص كرد 

  

  ارزيابي امنيت استاتيكي  4-1

   )Deteministic Contingencies(روش وقايع قطعي  1-4-1

روش هائي كه امروزه در بررسي وضعيت ايمني شبكه بكار مي روند، روش هاي قطعي ارزيابي امنيت 

پايداري و اغتشاش را در آموزش شبكه در نظر هستند كه سعي مي كنند تمام حالات ممكن براي نا

 ، براي تشكيل يك محدوده براي امنيت ، مراحل " وقايع قطعي"در ارزيابي امنيت به روش . بگيرند 

  :زير بايد اجرا شوند 

عمليات پخش بار . از نتايج عمليات پخش بار روي شبكه بايد تهيه شود يك مجموعه داده  -1

و يا شرايط ) ماه هاي مختلف سال ويا سال هاي مختلف(ي خاص بايد به ازاي دوره هاي زمان
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 زمان هائي كه شبكه در – زمان نرمال كاري شبكه –زمان پيك بار ( مختلف بار گذاري شبكه 

  .اجرا شود ) كمترين ميزان بارگذاري است 

گيرند اتفاقاتي كه مورد توجه قرار مي . ليست مجموعه اي از اتفاقات و حوادث بايد تهيه شود  -2

چنانكه ممكن است در يك . بسته به حساسيت مطالعه و ارزيابي امنيت شبكه ، متفاوت هستند 

بررسي دقيق اثر تفاوت دماي روز گرم تابستان و سرماي زمستان ،روي امنيت شبكه بررسي 

 .، حتي از تلفات اهمي در خطوط انتقال چشم پوشي گردد شود ولي درمطالعه ديگر

نش فني افراد راجع به يك سيستم خاص مي تواند راهنماي خوبي براي تهيه ليست معمولا تجربه و دا

  .اتفاقات باشد 

پارامترهئي بايد در اين . پارامترهاي مورد مطالعه ومحدوده براي هر كدام بايد تعيين شود  -3

 تلقي مي " ناامن"قسمت در نظر گرفته شوند كه اگر در محدوده مجاز قرار نگيرند ، سيستم را 

معمولا اين پارامترها سطح ولتاژ باس بارها ، توان عبوري از خطوط ، توان توليدي . نيم ك

برخي از . ژنراتورها ، توان بانك هاي خازني و رآكتورهاي نصب شده در پست ها هستند 

مثلا (  مورد توجه نيستند پس دراين مجموعه وارد نمي شوند SSAپارامترها اصولا در 

 بررسي نمي شود SSAت توان عرضه شده به مصرف كنندگان است درانديسي كه معرف كيفي

.(  

وقاع، يك به يك روي شبكه اعمال مي شوند؛ بعد از انجام عمليات پخش بار، مشخص مي  -4      

 همگي در محدوده هاي خود هستند يا اينكه يكي يا چند تا 3شود كه پارامترهاي مشخص شده در بند 

اگر تمام پارامترها در محدوده قابل قبول بودند، مطالعه . ازشان قرار گرفته انداز آنها خارج از مقدار مج

  حالت به اتمام رسيده و حالت بعدي بررسي مي شود آن

ممكن است بعد از اعمال حالات مختلف روي شبكه، يك يا چند پارامتر خارج از محدوده  -5      

تفكيك امنيت  عدم امنيت مي سازند كه اين مرز مجموعه اين اتفاقات يك مرز براي . خود قرار گيرند

اگر تعداد متغيرهاي مورد نظر، (يا يك صفحه ) اگر دو متغير، مورد مطالعه باشد(ممكن است يك خط 

  .  باشدك مرز جدا كننده از درجات بالاترو يا ي)  تا باشد3

ودار استخراج مي  معمولا يك سري جدول و نم5 از مجموعه اطلاعات بدست آمده در بخش -6     

  . شود كه اپراتور به راحتي بتواند با آنها كار كند 
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  (Probabilistic Contingencie)روش اتفاقات احتمالي   2-4-1

كه در آن مديريت، اجزا و (سيستم هاي قدرت به تدريج از حالت توليد، انتقال و توزيع تك قطبي 

اين امر و . آيند ن در قالب يك بازار برق در ميبه شكل اداره شد) نظارت بر عهده بخش دولتي است

عواقب آن مانند بزرگ شدن يك سيستم و چند مديريتي بودن كل مجموعه مي تواند كل سيستم را به 

  . سمت ناپايداري ببرد پس اين جهت گيري لازم مي دارد تا شبكه در حاشيه امنيت بيشتري كار كند

يك سيستم، مستلزم صرف هزينه هاي هنگفتي است كه از طرفي رعايت حاشيه امنيت بيشتر براي 

را افزايش مي دهد و در ساختار بازار برق اين امر اصلا ) انرژي الكتريكي(قيمت تمام شده كالا 

  .مطلوب نيست

محدوده . و از طرف ديگر ارزيابي امنيت در صورتي كه پيشامدها بصورت قطعي در نظر گرفته شوند

  .د مي كند و اجازه بهره برداري شبكه را در بسياري حالات نمي دهدبت كوچكي ايجاسامنيتي به ن

به منظور كاهش دادن قيمت انرژي عرضه شده به مصرف كننده ، بايد راهي پيدا كرد تا فراتر از 

ولي تا كجا . مرزهاي امنيتي كه در روش اتفاقات قطعي بدست مي آيند، از سيستم بهره برداري نمود

   تعريف شده امنيتي را گسترش داد؟مي توان محدوده كوچك

يكي از خصوصيات ارزيابي امنيت به روش اتفاقات قطعي كه باعث مي شود تا محدوده امن بهره 

يا آن پيشامد در : برداري، به نسبت كوچك بماند، اين است كه تمام وقايع را در دو دسته قرار مي دهد

 اتفاق افتادن آن براي سيستم مورد بحث به هيچ مورد فلان شبكه، اتفاق افتادني است يا اينكه امكان

  .وجه وجود ندارد

 هر "خروج يك نيروگاه"   و " افزايش بار فلان مصرف كننده"ً  با اين پيش فرض براي يك شبكه مثلا

حال آنكه ممكن است اتفاق اول در طول شبانه روز بارها افتقا . ، طبقه بندي مي شوند "ممكن" دو 

  . هر ده سال يك مورد باشد  احتمال وقوع حالت دوم،بيفتد در صورتي كه

خلاصه اينكه برنامه ريزي براي مقابله با فلان حادثه بدون در نظر گرفتن احتمال آن، كاري غير منطقي 

  . است و باعث سرمايه گذاري بي مورد مي شود

رزش داده و به جاي راه حل منطقي اينست كه به وقايع، به ميزان احتمالي كه امكان وقوع مي يابند ا

  !فكر كردن سياه و سفيد، خاكستري هم فكر كنيم

بعضي از محققان، روش هاي تحليلي براي حل مسئله به روش اتفاقات احتمالي پيشنهاد كرده اند و 

  . را براي اين كار برگزيده اند)Monte – Carlo ( كارلو –برخي ديگر شبيه ساي مونت 
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وقتي براي ارزيابي امنيت يك . اساس شرايط احتمالي كار كنندروش هاي تحليلي كه قرار است بر 

شبكه قدرت بكار مي روند، منجر به محاسبات سنگين و وقت گير مي شوند در صورتي كه شبيه 

  .  كارلو براي سيستم هاي پيچيده مناسب تر است–سازي مونت 

. ابه روش اتفاقات حتمي است، در ارزيابي امنيت به روش وقايع احتمالي مش6 و مرحله 3 تا 1مراحل 

  :مراحل ديگر به قرار زير هستند

براي هر يك از پيشامدها، يك انديس احتمال تعريف مي شود كه هر چه ميزان اين انديس  -4    

ميزان اين انديس از روي اطلاعات گذشته شبكه و . كمتر باشد احتمال رخداد آن واقعه كمتر است

  .تم و استفاده از تجربه بدست مي آيدتوجه به برنامه ريزي آينده سيس

در اين روش محدوده يك پارامتر خاص در همه شرايط يكسان نبوده و بستگي به مقدار انديس  -5    

هر چه انديس احتمال بيشتر باشد يعني احتمال وقوع آن پيشامد بيشتر بوده و پارامترها . احتمال دارد

ر چه اين انديس كاهش مي يابد حد تغييرات پارامترها ولي ه. بايد با سخت گيري بيشتري لحاظ شوند

  . افزايش مي يابد و تغييرات آنها در محدوده وسيع تري قابل قبول است

  

  

  

  

  

  

  

***  
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    شبكه هاي عصبي           
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 :مقدمه 

ي به تحقيقات كاربردي بخصوص در  تئور در ساليان اخير شاهد حركتي مستمر ، از تحقيقات صرفاً

حلي موجود نيست و يا به راحتي قابل حل  زمينه پردازش اطلاعات ، براي مسائلي كه براي آنها راه

هاي ديناميكي هوشمند  اي در توسعه تئوريك سيستم با عنايت به اين امر ، علاقه فزاينده. ايم نيستند بوده

 جزء اين "شبكه عصبي مصنوعي ".  ايجاد شده است–تند هاي تجربي هس  كه مبتني بر داده-آزاد-مدل

هاي تجربي ، دانش يا قانون نهفته در  هاي ديناميكي قرار دارند ، كه با پردازش روي داده دسته از سيستم

ها هوشمند گويند ، چرا  به همين خاطر به اين سيستم. كنند ها را به ساختار شبكه منتقل مي وراي داده

ها در  اين سيستم. گيرند ها ، قوانين كلي را فرا مي هاي عددي يا مثال ت روي دادهكه براساس محاسبا

  . كوشند سيناپتيكي مغز بشر مي-سازي ساختار نرو مدل

سيستم ديناميكي ساخته دست بشر ( انگيز مغز در يك سيستم مصنوعي  هاي شگفت سازي ويژگي پياده

اند  ها در اين زمينه فعاليت كرده ل ي كه طي سامحققين. انگيز و مطلوب بوده است هميشه وسوسه) 

هاي ارزشمند ، باور هرچه بيشتر اين اصل بوده  نظر از يافته ها ، صرف بسيارند ؛ ليكن نتيجه اين تلاش

  ".نيافتني است  مغز بشر دست"است كه 

، از نظر افزاري  سازي سخت هاي عصبي چه در بعد آناليز و توسعه ساختاري و چه در بعد پياده شبكه

هاي مختلف محاسبات عصبي از  باشد و تكنيك كمي ، كيفي و توانايي ، در حال رشد و پيشرفت مي

 مهندسي از قبيل –فعاليت علمي و كاربردي در مسائل فني . لحاظ تعداد همچنان در حال افزايش است

عان به اين مسائل ، با اذ. ها و شناسايي الگو گسترش يافته است هاي كنترلي ، پردازش سيگنال سيستم

ها و  هاي عصبي مصنوعي ، حدود انتظارات ما از اين شبكه در اين بخش قصد داريم به معناي شبكه

با اميد به آن كه در اين فصل نمايي كلي از شبكه هاي  .  بپردازيمهاي واقعي هاي آنها به شبكه شباهت

ي جديد از ماشين هاي آموزشي با عصبي در ذهن ما نقش بندد در فصل سوم اين گزارش به بيان نوع

انجام مي )  SVMشبكه هاي عصبي و (  مي پردازيم و سپس مقايسه اي بين اين دو مدل  SVMنام 

 و از بيان بنابراين در اين فصل سعي بر بيان مسائل مقدماتي و كلي شبكه هاي عصبي داريم. دهيم 

    . جزئيات مربوط به شبكه هاي عصبي كناره گيري  مي كنيم 
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  هاي عصبي تاريخچه شبكه 2-1  

. توان به اوايل قرن بيستم و اواخر قرن نوزدهم برگرداند هاي عصبي را مي هاي شبكه زمينه بعضي از پيش

در اين دوره ، كارهاي اساسي در فيزيك ، روانشناسي و نروفيزيولوژي توسط علمايي چون هرمان فون 

هاي كلي  اين كارهاي اوليه عموماً بر تئوري.  پذيرفتهلمهلتز ، ارنست ماخ ، و ايوان پاولف صورت

اي  ها اشاره هاي مشخص رياضي عملكرد نرون اند و اصلاً به مدل يادگيري ، بينايي و شرطي تاكيد داشته

  . اند نداشته

 قرن بيستم آغاز شد زماني كه وارن مك كلوث و والترپيتز 40هاي عصبي در دهه  ديدگاه جديد شبكه

كار اين افراد را . توانند هر تابع حسابي و منطقي را محاسبه نمايند هاي عصبي مي كه شبكهنشان دادند 

هاي عصبي مصنوعي ناميد و اين موضوع با دونالد هب ادامه  توان نقطه شروع حوزه علمي شبكه مي

گذاري كلاسيك را كه توسط پاولف مطرح شده بود به عنوان خواص   يافت ؛ شخصي كه عمل شرط

  . هاي بيولوژيكي ارائه داد ها معرفي نمود و سپس مكانيسمي را جهت يادگيري نرون نرون

 قرن بيستم مطرح شد ، زماني كه فرانك 50هاي عصبي در اواخر دهه  نخستين كاربرد علمي شبكه

اي ساختند كه  روزنبلات و همكارانش شبكه.  شبكه پرسپترون را معرفي نمود1958روزنبلات در سال 

 شبكه 1960در همين زمان بود كه برنارد ويدرو در سال . الگوها را از هم شناسايي نمايدقادر بود 

عصبي تطبيقي خطي آدلاين را با قانون يادگيري جديد مطرح نمود كه از لحاظ ساختار  ، شبيه شبكه 

  . پرسپترون بود

بندي  انايي طبقهها ، پرسپترون و آدالاين ، داراي اين محدوديت بودند كه تو هر دوي اين شبكه

ويدرو و روزنبلات هر دو از اين امر آگاه . شدند الگوهايي را داشتند ، كه به طور خطي از هم متمايز مي

هاي عصبي تك لايه مطرح نموده بودند كه توانايي  بودند ، چون آنها قانون يادگيري را براي شبكه

هاي چند لايه را مطرح نمايند ، لكن  ههر چند آنها توانستند شبك. محدودي جهت تخمين توابع داشتند

  . هاي تك لايه را بهبود بخشند هاي يادگيري شبكه نتوانستند الگوريتم

  

پذيري بر اساس ارائه  هاي عصبي از دو ويژگي اساسي يادگيري يا نگاشت با عنايت به اين كه شبكه

باشند اين  رخوردار ميو ساختارپذيري موازي ب) پذيري قدرت و توانايي تعميم( هاي تجربي  داده

ها يا ميسر  سازي اين سيستم هاي پيچيده كه مدل الخصوص سيستم ها براي مسائل كنترل ، علي شبكه

لازم به توضيح است كه آناليز پايداري و . باشند شود بسيار مناسب مي نيست و يا به سختي انجام مي

  . باشد ته هنوز بحث روز مي هاي حلقه بس كننده سيستم آناليز همگرايي پارامترهاي كنترل
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يك .  ارائه شده است1963ها توسط ويدرو در سال  هاي عصبي در كنترل سيستم نخستين كاربرد شبكه

). پايدار سازد(بيند آن گونه كه يك پاندول معكوس را كنترل نمايد  شبكه عصبي ساده خطي آموزش مي

 براي كنترل (Albus)لبوس  توسط آCMACهاي عصبي به نام   شبكه1980 تا 1970در خلال 

 ، بسياري ديگر 1990 تا 1980در خلال . بلادرنگ بازوهاي ربات معرفي و مورداستفاده قرار گرفت

  . سازي شدند  آنها پيشنهاد و پيادهIC هاي عصبي استاتيكي و ديناميكي و معماري  از شبكه

هاي غيرخطي به كرات  يستمالخصوص س ها علي سازي سيستم سازي و شبيه هاي عصبي در مدل از شبكه

ها چند متغيره  القاعده سيستم مثلاً در صنايع شيميايي و مسائل كنترل پروازي كه علي. استفاده شده است

در . هاي عصبي به خوبي مورداستفاده قرار گرفته است باشند ، شبكه با تعداد متغيرهاي حالت زياد مي

هر چند كه بايستي . هاي قدرت اشاره نمود ر سيستمتوان به شناسايي ژنراتورها د اين راستا باز مي

دوباره اذعان كنيم اگرچه از ساختن چيزي شبيه مغز انسان از ديدگاه مهندسي خيلي دور هستيم ، با اين 

هاي تحقيقاتي  هاي مناسبي را براي مسائل مختلف در حوزه حل هاي عصبي حقيقتاً راه حال شبكه

بندي زير را از  توان جمع به طور خلاصه مي. سي ارائه نموده استمهند -مختلف در دنياي علوم ، فني

   :هاي عصبي ارائه نمود  كاربردهاي شبكه

  

  بندي ، شناسايي و تشخيص الگو  طبقه  -1

بندي، شناسايي و  بندي ، خوشه هاي عصبي استاتيكي و ديناميكي براي طبقه انواع و اقسام شبكه

 فارسي ،  مثلاً براي شناسايي حروف لاتين ، عربي ،. ته است تشخيص الگوها مورداستفاده قرار گرف

 يا به شناسايي سبك نگارش شكسپير و جداسازي و تميز آن از OCRهاي  چيني ، ژاپني ، در سيستم

  . هاي عصبي اشاره نمود ديگران ، يا به تشخيص درجه غلظت روغن توسط شبكه

   پردازش سيگنال -2

هاي عصبي در فيلترهاي تطبيقي ، پردازش صحبت و تصوير ،  برد شبكهتوان به كار در اين راستا مي

هاي عصبي استاتيك و  سازي تصوير اشاره نمود كه از هر دو نوع شبكه بينايي ماشين ، كدينگ و فشرده

ها  سازي صحبت و مصوت توان به فشرده در شناسايي صحبت مي. ديناميك به كرات استفاده شده است

هاي  ها ، سرويس سازي تصوير و داده توان به فشرده  و در ارتباطات راه دور مي، سنتز متن به صحبت

ها  رساني كاملاً اتوماتيك ، ترجمه در حين كار مكالمات و سيستم پردازش پرداخت مشتري  اطلاع

 . اشاره نمود
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  هاي زماني بيني سري  پيش-3

 جايي كه شرايطي از قبيل ايستايي يا الخصوص هاي زماني علي بيني سري هاي عصبي براي پيش از شبكه

سازد ، برقرار نيست و  هم ميراهاي كلاسيك ف كيري كه راه را براي بكارگيري تكنشرايط ديگ

هاي  بيني بار در سيستم توان به پيش مثلاً مي. باشند بسيار استفاده شده است هاي زماين پيچيده مي سري

  . قدرت اشاره نمود

  سازي و كنترل   مدل-4

هاي  باشد شبكه هاي تطبيقي مخصوصاً در زماني كه پروسه تحت بررسي بسيار پيچيده مي سيستمدر 

كننده آن  در اينجا عموماً اول شناسايي و سپس طراحي كنترل. دهند هاي مناسبي ارائه مي حل عصبي راه

 و كنترل هر دو سيستم شناسايي كننده. پذيرد گونه كه پاسخ سيستم رفتار خاصي دنبال كند صورت مي

  . باشند هاي عصبي مي كننده ، مبتني بر شبكه

  سازي   بهينه-5

هاي  هاي مديريت ، تخصيص و تقسيم منابع و چه در سيستم هاي كنترلي و چه در سيستم چه در سيستم

هاي عصبي ديناميكي برگشتي بسيار استفاده  الخصوص شبكه هاي عصبي علي مالي و بانكداري از شبكه

 با نوع خاص الگوريتم يادگيري MLPهاي عصبي از نوع  جه اين كه از شبكهتو. گرديده است

  . سازي استفاده شده است جهت بهينه هم

  هاي خبره و فازي  سيستم-6

هاي عصبي  از شبكه. اند هاي خبره زياد مورداستفاده قرار گرفته براي مسائل مالي و مديريتي ، سيستم

هاي فازي  چنين در سيستم هم. ي خبره استفاده شده استاه متر سيست جهت تنظيم بهتر و رفتار مناسب

باشند و به تنهايي كاربردهاي بسيار زيادي در   بزرگ و مهمي از هوش محاسباتي مي كه خود مولفه

هاي عصبي جهت تنظيم توابع عضويت و قوانين فازي در  دنياي علوم ، فني و مهندسي دارند از شبكه

  .  استپايگاه دانش استفاده گرديده

  كننده   مسائل مالي ، بيمه ، امنيتي ، بازار بورس و وسايل سرگرم-7

هاي عصبي به عنوان مشاور در امور تخصيص اعتبارات وام ،  توان از كاربرد شبكه به طور مثال مي

بيني قيمت ارز ،  هاي مناسب ، آناليز امور مالي ، پيش مشاور در امور تخصيص سرمايه در مكان

بيني بازار ،  اي ، پيش هاي مختلف امور بيمه مت سهام در بازار بورس ، ارزيابي سياستبيني قي پيش

  . كننده نام برد اي انبارداري كالاهاي تجاري و ايجاد انيميشن براي وسايل سرگرم هاي مشاوره سيستم

   ساخت وسايل صنعتي ، پزشكي و امور حمل و نقل -8

  : در اين زمينه عبارتند از هاي عصبي  هايي از كاربردهاي شبكه مثال
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ها ، آناليز و طراحي محصولات صنعتي خانگي ، ماشين  سازي دستگاه هاي ساخت و پياده كنترل پروسه

هاي  بيني كيفيت كاغذ ، آناليز كيفيت تراشه ياب ، آناليز كيفيت جوشكاري ، پيش بيني خطا و عيب پيش

هاي  سازي ديناميكي سيستم راحي اتوماتيك ، مدلكامپيوتري ، آناليز تعمير و نگهداري ، مديريت و ط

 ، بهبود كيفي EFG , ECGهاي  هاي سرطاني سينه ، آناليز سيگنال صنعتي و شيميايي ، آناليز سلول

سازي زمان جراحي و عمل پيوند ،  هاي امور بيمارستاني ، بهينه امور بيمارستاني ، آناليز در كاهش هزينه

ل هاي متحرك و اعما بيني و حفاظت سيستم هاي پيش ايل نقليه، سيستمهاي اتوماتيك حركت وس سيستم

تر خواهد نمود ،  هاي عصبي را در آينده محبوب آنچه كه شبكه .ايابي و تشخيص مسيره ترمز ، جهت

هاي عصبي را  باشد كه استفاده از شكبه تر مي هاي ياديگري سريع سرعت بالاي كامپيوترها و آلگوريتم

  .نمايد  با محاسبات زياد ياري ميدر مسائل صنعتي

اي از يك نرون واقعي ارائه خواهد شد و سپس توضيح خواهيم داد كه چگونه   در اين فصل مدل ساده

هاي عصبي مصنوعي را از تركيب و كنار هم گذاشتن تعداد زيادي از  توان ساختارهاي مختلف شبكه مي

هاي عصبي مورد   فصل تمامي ساختارهاي شبكهقابل ذكر است كه در اين. اين نرونها به وجود آورد

هاي ساده  هاي عصبي، با ارائه نمونه گيرند، بلكه تنها بلوكهاي اصلي ساختاري شبكه بررسي قرار نمي

 آن گونه مطرح شود، كه انگيزه دنبال –هاي عصبي   جهت توضيح و فهم اوليه شبكه-بلوكهاي رياضي

  . فراهم آيد تر هاي پيچيده دن شبكهنمو

  مدل نرون 2-2  

هاي عصبي را تشكيل  نرون كوچكترين واحد پردازشگر اطلاعات است، كه اساس عملكرد شبكه

  .دهد مي

   مدل تك ورودي 2-2-1 

به ترتيب ورودي و  a و pدهد اسكالرهاي   ساختار يك نرون تك ورودي را نشان مي)2-1(شكل 

  .باشند خروجي مي

  
  ساختار نرون تك ورودي ) : 1-2(   شكل                                  
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در .  است1ورودي ديگر كه مقدار ثابت . شود  تعيين ميw به وسيله مقدار اسكالر a روي pميزان تأثير 

 براي nاين حاصل جمع، ورودي خالص . شود  جمع ميwp ضريب شده و سپس با bجمله باياس 

  :شود ب خروجي نرون با معادله زير تعريف ميبدين ترتي.  خواهد بودf) يا تابع تبديل(تابع محرك 

                   )2-1(                                                  )( bwpfa +=                    

                                

يز توسط طراح انتخاب  نf قابل تنظيم هستند و تابع محرك b و wبايد توجه داشت كه پارامترهاي 

يادگيري بدين . شوند  تنظيم ميb و w و نوع الگوريتم يادگيري، پارامترهاي fبراساس انتخاب . شود مي

كنند، كه رابطه ورودي و خروجي نرون با هدف خاصي مطابقت   طوري تغيير ميb و wمعني است كه 

  . نمايد
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   توابع محرك   2-3

 -يك تابع محرك براساس نياز خاص حل يك مسئله. تواند خطي يا غيرخطي باشد  ميfتابع محرك 

در عمل تعداد محدودي از . شود  انتخاب مي-اي كه قرار است به وسيله شبكه عصبي حل شود مسئله

  .ليست شده است) 1-2(گيرند، كه در جدول  اده قرار ميتوابع محرك مورد استف

  كتوابع تحري) : 1-2(جدول 

  علائم قراردادي  تعريف تابع  امن  رديف

   آستانه اي دو مقداره  1

     
01

00

≥⇒=

<⇒=

na

na
   

آستانه اي دو مقداره   2

01  متقارن

01

≥⇒=

<⇒−=

na

na
  

  
na  خطي  3 =  

  
آستانه اي خطي   4

  متقارن

11

11

>⇒=

⇒=

−<⇒−=

na

elsena

na

  

  

  آستانه اي خطي   5

11

00

>⇒=

⇒=

<⇒=

na

elsena

na

  

  

  زيگموئيدي  6
ne

a
−+

=
1

1
  

  

  تانژانت هايپربوليكي  7

nn

nn

ee

ee
a

−

−

+

−
=    

   مثبتخطي  8

0

00

≥⇒=

<⇒=

nna

na
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  . در زير برخي از توابع را شرح مي دهيم 

  : تا بع محرك خطي      2-3-1

  : خروجي اين تابع برابر ورودي آن است 

)          2-2          (                                                  nnfa == )(                    

. بينيم مي) 2-2( را در شكل b اهميت جمله باياس .مايش داده شده استن) 2-2(تابع خطي در شكل  

 موجب جابه جايي منحني در b رسم شده باشد، جمله باياس p برحسب ورودي aاگر پاسخ نرون، 

از فضاي ورودي باياس   فضاييگردد كه نرون به زير گردد و به عبارتي موجب مي فضاي ورودي مي

 .كند  توجيه ميbگردد، كه خود انتخاب كلمه باياس را براي ترم 

  
 تابع محرك خطي) : 2-2(       شكل                                       

 

 

  

  :اي دو مقداره حدي  تابع محرك آستانه2-3-2   

 1 يا 0شود، مقدار خروجي  همان گونه كه مشاهده مي. ان داده شده استنش) 3-2(اين تابع در شكل

w كوچكتر از p باشد و يا به عبارتي ورودي 0 كوچكتر از nاگر آرگومان  . است

b−

 باشد، مقدار تابع 

  . خواهد شد1 است و در غير اينصورت خروجي نرون برابر 0

سازد و به همين علت آن را تابع محدود ساز نيز   نرون را محدود ميعموماً تابع محرك، دامنه خروجي

 قرار دارد، كه در [1,1] يا [0,1]خروجي نرون معمولاٌ براي اين گونه توابع، در بازه متناهي . نامند مي

  .اي دو مقداره حدي گويند حالت اخير تابع را تابع محرك آستانه
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  تابع آستانه دو مقدار حدي ) : 3-2(       شكل                                   

  : تابع محرك زيگموئيد 2-3-3   

  :شود اين تابع با فرمول كلي زير بيان مي

)2-3(        
0

1

1
)( >⇒
+

== − c
e

nfa
cns  

ني  خيلي بزرگ باشد، شكل منحCمثلاً اگر . كند  وسعت ناحيه خطي بودن تابع را تعيين ميC مقدار 

 استفاده هاي عصبي مورد اين تابع در شبكه. شود اي دو مقداره حدي نزديكتر مي به تابع محرك آستانه

  قانون يادگيري پس انتشار خطا،هاي عصبي چند لايه با توان به شبكه زيادي دارد كه به عنوان مثال، مي

  .اشاره كرد

   مدل چند ورودي 2-4  

. دهد  ورودي را ارائه ميRيك مدل نرون با ) 4-2(شكل . دعموماً يك نرون بيش از يك ورودي دار

  .شود  نمايش داده ميPبردار ورودي با 

  
  مدل چند رودي يك نرون ) : 2-4(    شكل                                 

  :  كه فرم ساده شده خروجي آن مي شود 

 )           4-2                                     (     )( bwpfa +=          



 

   25 

  فرم خلاصه شده  5-2 

  :توان به شكل زير نشان داد يك مدل خلاصه شده نرون چند ورودي را مي

  
 فرم ساده شده نرون با چند ورودي ) : 2-5(   شكل                         

دي در سمت چپ  با يك ستون عموPشود، بردار ورودي  همان گونه كه در شكل فوق مشاهده مي

 ستون، R با W در يك ماتريس Pبردار .  عنصر استR داراي Pبردار ورودي . شود نمايش داده مي

 به 1مقدار ثابت .باشد مي ستون Rو سطر داراي يك w سطر و يك ستون وR داراي p .شود ضرب مي

، nي خالص ورود. شود  ضرب ميbعنوان يك ورودي به نرون اعمال شده و در جمله اسكالر باياس 

عملاً نشان دهنده خروجي شبكه   a. آيد  اعمال شده و خروجي مربوطه به وجود ميfبه تابع تبديل 

  . مشخص شده است اين حالت يك اسكالراست كه در شكلتك نروني است و در

 مهندسي -بايد توجه داشت كه معمولاً نروني با وروديهاي زياد نيز، به تنهايي براي حل مسائل فني

مثلاً براي مدلسازي نگاشتهايي كه داراي دو خروجي هستند احتياج به دو نرون داريم، . كند ت نميكفاي

در اين حالت يك لايه خواهيم داشت كه از اجتماع چند نرون تشكيل شده . كه بطور موازي عمل كنند

 .است

  

   شبكه تك لايه2-6   

توان به فرم  شكل مذكور را مي. استنشان داده شده ) 6-2( نرون در شكل Sيك شبكه تك لايه با 

 نشان داده شده a  و خروجي آن با بردار Pورودي شبكه با بردار . هم نمايش داد) 7-2(فشرده تصوير 

 نيز در اين Wماتريس . بايد توجه داشت كه هر يك از وروديها به همه نرونها متصل شده است. است

ها شامل  شود، لايه  كه در شكل مشاهده ميهمان گونه. باشد  ستون ميR سطر و Sحالت داراي 

  .  هستندfو تابع تبديل )  عنصرSداراي  (bها، بردار باياس  كننده ماتريس وزن، جمع
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   نرون  sشبكه تك لايه با ) : 2-6(    شكل                                 

  
   نرون sيه با فرم فشرده شبكه چند لا) : 2-7(  شكل                             

  

 s داراي fو  .باشد مي ستون Rو سطر داراي يك w سطر و يك ستون وR داراي p،  مانند قبل

 .سطرتك عنصري است 

  

  هاي چند لايه  شبكه   7-2

توسط نرونهاي  ) P( بردار ورودي - آن گونه كه در بخشهاي قبل ملاحظه شد-هاي تك لايه در شبكه

)(رابطه، طبق )عناصر محاسباتي (لايه  bwpfa اين . شود   به بردار خروجي مرتبط مي=+

  . باشد ي پيشخور ميها اي از شبكه شبكه شكل ساده

هر لايه ماتريس وزن . دهيم هاي چند لايه تعميم مي هاي پيشخور را به شبكه در اين بخش، ايده شبكه

W بردار باياس ،b بردار ورودي خالص ،n جهت تمايز . خود را دارد و بردار خروجي مختص

متغيرهاي فوق و اين كه كدام متغير به كدام لايه تعلق دارد، نياز داريم كه علامت ديگري را هم به 

. كنيم از اين رو از بالانويس براي مشخص نمودن لايه استفاده مي. متغيرهاي فوق تخصيص دهيم

 با به خاطر سپردن اين نماد، يك .نماييم  مشخص ميبنابراين ماتريس وزن را براي لايه اول با
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 Rهمانگونه كه از شكل پيداست، تعداد . ترسيم نمود) 2-8(توان به شكل  شبكه پيشخور دو لايه را مي

 نرون در لايه دوم در شبكه چند لايه پيشخور  نرون در لايه اول و تعداد ورودي و تعداد

  .موجود است

       
  شبكه پيش خور دو لايه ) : 2-8(  شكل                                  

  

هاي ديگر به  لايه. اي كه خروجي آن، خروجي نهايي شبكه باشد، به لايه خروجي موسوم است لايه

عداد ت  استممكن. داراي يك لايه مياني است) 2-8(شبكه موجود در شكل . هاي مياني موسومند لايه

  .لايه هاي مياني بيش از يك هم باشد 

هاي   شبكه.هستندهاي عصبي تك لايه داراي توانايي بيشتري  صبي چند لايه نسبت به شبكههاي ع شبكه

 تقريب بزنند، ادرند هر تابعي را با دقت دلخواهعصبي پيشخور دو لايه با توابع زيگموئيد در لايه اول، ق

  .هاي عصبي تك لايه از چنين توانايي برخوردار نيستند در حالي كه شبكه

براي ) مثلاً تعداد وروديها، خروجيها و نرونهاي هر لايه( كه تعداد درجات ازادي رسد به نظر مي

و ) R(ولي بايد توجه داشت كه تعداد وروديهاي شبكه . طراحي يك شبكه چند لايه پيشخور زياد باشد

به . آيند ، براساس مسئله خاص كه شبكه قرار است حل كند، به دست مي)S(تعداد خروجيهاي شبكه 

 ديگر اين دو پارامتر جزء پارامترهاي ازاد طرح نيستند، بلكه انتخاب آنها بستگي دارد به عبارت

خواهيم سيستمي را كه داراي چهار ورودي و سه  مثلاً اگر مي. اي كه در حال بررسي است مسئله

هاي عصبي تقريب بزنيم، بايد يك شبكه عصبي انتخاب كنيم كه داراي  خروجي است، توسط شبكه

 3به عبارتي تعداد نرونهاي لايه خروجي برابر (باشد ) S=3(و سه خروجي ) R=4(ورودي چهار 

علاوه بر اين، ويژگيهاي خروجي مطلوب شبكه نيز، در انتخاب نوع تابع محرك لايه خروجي ). باشد
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قارن بهتر است تابع محرك لايه خروجي ، تابع مت ، باشد1- يا 1مثلاً اگر خروجي شبكه تنها . تأثير دارد

هاي عصبي تك لايه پيشخور را  توان گفت كه ساختارشبكه بنابراين مي. آستانه دو مقداري حدي باشد 

  .توان مشخص نمود كاملاً از روي ويژگيهاي مسئله مورد بررسي، مي

يعني از روي ويژگيهاي مسئله مورد . در مورد شبكه عصبي چند لايه، مطالب فوق صادق نيست

در واقع تعداد اندكي از . عاتي در مورد تعداد نرونهاي لايه مياني كسب نمودتوان اطلا بررسي، نمي

بيني تعداد نرونهاي لايه مياني  مسائل وجود دارد كه براي آنها با توجه به مسئله خاص، امكان پيش

 .باشدوجود داشته 

  

  هاي پسخور يا برگشتي  شبكه   8-2

اين است .) ر بخش قبل مورد بررسي قرار گرفتكه د(هاي پسخور  هاي پسخور با شبكه تفاوت شبكه

هاي پسخور، حداقل يك سيگنال برگشتي از يك نرون به همان نرون يا نرونهاي همان لايه  كه در شبكه

  :كنيم ها، بلوك ساده زير را تعريف مي جهت نمايش اين گونه شبكه. و يا لايه قبل وجود دارد

  
  بلوك تا خير زماني ) : 2-9(    شكل                                       

در لحظه ) a(اي است، به عبارت واضحتر خروجي بلوك  شكل فوق معرف تأخير زماني يك مرحله

واضح . است ) 1k- در لحظهaيعني مقدار (، برابر ورودي بلوك در يك واحد زماني عقبتر kزماني 

 بايد مقدار اوليه خروجي در لحظه است كه براي به دست آوردن رابطه ورودي و خروجي بلوك فوق،

اكنون .  در شكل فوق نشان داده شده استa(0)اين مقدار اوليه با . معلوم باشد) صفر(نخست 

يك نوع متداول از شبكه پسخور گسسته در حوزه زمان در . هاي پسخور را معرفي كنيم توانيم شبكه مي

  .ترسيم شده است) 2-10(شكل 
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  شبكه پسخور ) : 2-10(شكل                                            

). a(0)=pبه عبارتي (، نشان دهنده شرايط اوليه شبكه است p براي اين شبكه خاص، بردار ورودي 

  :شود رفتار شبكه به وسيله معادله زير بيان مي

)              5-2                         (pa

kbkwasatlka

=

=+−=

)0(

,...2,1),)1(()(
  

  

هاي پيشخور برخوردارند و  هاي پسخور از توانايي بالقوه بيشتري نسبت به شبكه شبكهاست شايان ذكر 

  .توانند رفتار مربوط به ويژگيهاي زماني سيستمها را نشان دهند بهتر مي

  

  معرفي سه شبكه عصبي  9-2

  . هاپفيلد _ همينگ _پرسپترون : در ادامه سه شبكه عصبي را معرفي مي كنيم 

لب در اين بخش فقط به معرفي شبكه پرسپترون مي پردازيم و دو نوع ديگر را در به دليل زيادي مطا

  . اندازه شناخت اسم شبكه رها مي كنيم 

  

  : پرسپترون تك لا يه  1-9-2

شبكه هاي عصبي پرسپترون ، به ويژه پرسپترون چند لايه ، در زمره كاربردي ترين شبكه هاي عصبي 

تعداد لايه ها و سلول هاي عصبي ، كه اغلب زياد اب مناسب اين شبكه ها قادرند با انتخ. مي باشند 

اين همان چيزي است كه در بسياري . هم نيستند يك نگاشت غير خطي را با دقت دلخواه انجام دهند 
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در اين قسمت به يررسي پرسپترون . از مسائل فني مهندسي به عنوان راه حل اصلي مطرح مي باشد 

  : ار آن در زير آمده است  كه ساخت.تك لايه مي پردازيم 

  
  پرسپترون تك لايه ) : 2-11(شكل                                      

قبل از آن كه از شبكه فوق براي هر كاربردي استفاده شود بهتراست در ابتدا در مورد توانايي هاي آن 

  . تو ضيحاتي داده شود 

  را در فضاي دو بعدي  ’o’ , ’x‘روه الگوهاي فرض كنيد كه بخواهيم سيستمي داشته باشيم كه دو گ

) 2-13( نرون شكل  . نشان داده شده است از يكديگر تفكيك نمائيم  ) 2-12(، چنان كه در شكل 

 به سلول اعمال شود ’o‘ده اين كار بر آيد ، به طوري كه اگر يكي از الگوهاي ورودي مي تواند از عه

اين . شود) 1(يا ) -1( به نرون اعمال شود مقدار آن  ’x‘لگوهاي و اگر يكي از ا) 1(يا ) -a  )1مقدار 

 مقدار مناسبي b,w1,w2 با انتخاب مناسب  ssignشرايط هنگامي فراهم مي شود كه آرگومان تابع 

 -1  برابر a باشد  0 كوچكتراز n واگر 1 برابر a باشد 0 بزرگتر از n) (اگر آرگومان . كسب كند 

  . خواهد شد 

  
  جداسازي الگو ) : 2-12(       شكل                                    

  
  نرون با تابع تبديل دو مقداره متقارن ) : 2-13(   شكل                           
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معادله زير مرز تصميم گيري را . بهتر است كه شرايط بر قراري اين دو وضعيت را تحقيق كنيم 

  : مشخص مي كند 

                                          (2-6) 02211 =++= bwpwpn 

 

هر نرون در . مرز جدا سازي نواحي ، يك فوق صفحه وبراي حالت دو بعدي ، يك خط راست است 

  p2منحني نمايش ( اين حالت متناظر است با معادله خطي كه در فضاي بردار ورودي رسم مي شود 

، هر پرسپترون ssignاب تابع محرك متقارن دو آستانه اي دو مقداره ، طبيعتا با انتخ). p1نسبت به 

بارتي ديگر بردارهاي ورودي را به دو دسته تقسيم عبه ( فضاي ورودي را به دو ناحيه تقسيم مي كند 

  است و طبقه ديگر ناحيه اي 0 بزركتر يا مساوي nطبقه اول ناحيه اي است كه در آن جا ) . مي كند 

  . است 0 كوچكتر از nآن مقدار است كه در 

  :براي سهولت فرض مي كنيم 

b = 1, w2 = -1 , w1 = -1 , R = 2                                              

  :  ، مرز تصميم گيري را مشخص مي كند n = -p1-p2+1 = 0در اين حالت معادله 

  
 خط مرزي در جداسازي الگو) : 2-14( شكل 

  

  matlab بيشتر با شبكه هاي عصبي و نرم افزارهاي مربوط به آن مي توان در نرم افزار براي آشنائي 

  .  مراجعه كردDemos _ Toolboxes _ Neural networkبه قسمت 

  

***  
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  فصل سوم 

  
 

  

 SVM                                                                  
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   :چكيده 

اكنده پر ي با يك سري داده هاي تجرببه ناچار  روبرو مي شويم كهيئلامس با  گاهيامور مهندسي در    

در مدل كردن و استفاده از  . سروكار داريم) گوناگون بدست آمده اند داده هائي كه از نتايج آزمايشات( 

 را به نسبت تعداد كلاس ، يك فرآيند مقايسه اي بين داده ها انجام مي گيرد و آنهااين داده هاي تجربي 

كه در اين پروژه بين دو كلاس داده مي باشد نقاط امن و نا (  جدا كرده هائي كه در آنها قرار دارند

  تجربه ثابت كرده.ندنجراي اين مدل تجربي نظارت مي ككيفيت و كميت مشاهدات بر ا، سرانجام )امن

 داده هاي بدست آمده ، داراي كلي به طور و مي باشندنمونه وار داده هاي بدست آمده محدود و  ، 

 با توزيع پراكنده شكل  ورودي فقط درون فضاي و مي باشند و بالا ابعاد تعداد غير يكنواخت وئيالگو

به توليد مدل هايي كه بتواند روي داده ها منطبق شود دست يابي شبكه عصبي سنتي . مي گيرند

 .  تحمل كرده است رامشكلات زيادي

 با افزايش ابعاد باشند آنها ها مي  روش مؤثري براي مدلسازي داده)SVM( ماشينهاي بردار پشتيبان

ند و نك مدلها فراهم مي براي اكثرنگاشت كرنل يك چهارچوب كاري يكپارچه را  با استفاده از و مسئله

 . د نآور امكان مقايسه را بوجود مي

  : تئوري يادگيري آماري 3-1   

                        . دراين بخش به صورت اجمالي تئوري يادگيري آماري مورد بحث قرار مي گيرد 

  
  خطاي مدل سازي) : 3-1(شكل 
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باشد و رابطه  فضاي فرضيه اي  در چارچوبخاب صحيح مدلي است كهدف ما انتدر مدل سازي ه

د ناشي از دو عامل اصلي مي موجوخطاهاي . نزديكي با تابع در بر دارنده فضاي هدف داشته باشد 

  .باشد 

 به فضاي هدف مي تر بودن فضاي فرضيه اي نسبتكه پيامد كوچك :  زدن  تقريب ناشي از خطاي

انتخاب نا . خارج از فضاي فرضيه تعريف شود  تابع مربوطه ممكن است در باشد به اين صورت كه

مناسب فضاي مدل مي تواند موجب بروز يك خطاي بزرگ تقريب شود و عدم تطابق در مدل را 

  . گويند " نا مطابق "كه به اين مدل، مدل . موجب شود 

 

پروسه يادگيري رخ مي دهد ودر انتخاب تكنيك مناسب ما خطايي است كه در طول : خطاي تخمين 

 ولي مي توان با انتخاب  . غير بهينه خواهد كرد راز فضاي فرضيهرا دچار اشكال مي كند و مدل منتجه ا

  .ست  روش هاي بهينه از ميزان اين خطا كا

را ) كلي سازي (  در تركيب با يكديگر خطاي تعميم  )خطاي ناشي از تقريب وتخمين (  اين خطاها

 را به حداقل  مي باشد كه ميزان خطاf در نهايت قصد ما بدست آوردن تابع  كه.به وجود مي آورند 

   .برساند 

)              1-3                 (dxdyyxPxfyLfR
yx

),())(,(][ ∫
×

=  

 

 تجربي ، يك ازي خطايا توجه به اصل حداقل سب. براي ما شناخته شده نيست  p(x,y) در اين رابطه

                               . مي آوريمميزان تقريبي را بدست 

      )        2-3       (           ))(,(
1

][
1

i
l

i

i

emp xfyL
l

fR ∑
=

=
 

 

 :  تجربي را به حداقل مي رساند و از طرفي خطايكه اين رابطه 

  

)3-3(                   ][minarg)(ˆ
, fRxf emp

Hnf
ln

∈
=

 

 

 

 

 



 

   35 

  : تبط مي شود  تجربي به حد زير مرخطاياقل سازي حد

  

)               4-3                       (                  ][][lim fRfRemp
l

=
∞→

                       

  

  .رار باشد كه رابطه مذكور با توجه به قانون اعدادبزرگ معتبر است ، با اين حال رابطه زير نيز بايد برق

  

         )     5-3(                             ][min][minlim fRfR
Hnf

emp
Hnfl ∈∈∞→

=  

  

اين شرايط به .  به قدر كافي كوچك باشد Hnكه اين رابطه زماني صحيح و درست مي باشد كه 

شرط .  همگرا درآيد مند آن است مقدار مينيمم به صورتصورت شهودي و عيني وجود ندارد و نياز

  . برقرار مي باشد δ-1 زير با احتمال مرزي

           )   6-3   (            
l

h

l
h

fRfR emp

)
4

ln()1
2

ln(

][][

δ
−+

+≤  

  

  .  مستقل از توزيع احتمالي خواهد بود  و قابل پيش بيني ،خطااين رابطه براي 
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    :  VCبعد 3-2   

  . يري مي كند بع را اندازه گت اسكالر است كه ظرفيت مجموعه توا يك كميVCبعد 

 
    

  )الف(

  
  )ب(

  VCبعد ) : 3-2(شكل                                                

  ي مثل  خواهد بود اگر و فقط اگر مجموعه اي از نقاطpنقاط برابر  مجموعه  VCبعد:  تعريف

قابل جداسازي  ه اين نقاط در كل آرايش هاي ممكننان كوجود داشته باشد چ   

وجود     مي باشد و خاصيت مورد نظر ارضا مي گردد مجموعهq>pباشند ودر حالتي كه 

  .نداشته باشد

سه نقطه در صفحه توسط مجموعه اي از توابع خطي قابل  نشان مي دهد كه چگونه الف)3-2 (شكل

ولي براي )  با يك خط يكي يا دو نقطه را از سايرين جدا كردهمواره مي توان( جداسازي مي باشند 

دو نقطه اي انتخابي را نمي . ( چهار نقطه اين امكان وجود ندارد و با تابعي غير خطي جدا شده اند 

ب نيز مشاهده مي كنيد كه در طرف )3-2( و در شكل . ) توان توسط يك خط از سايرين جدا كرد 

ديگر جدا شده اند ولي در طرف راست اين امكان نبوده و جدا سازي چپ نقاط توسط يك خط از يك

  .انجام شده است ) تابع غير خطي( توسط يك منحني 
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    :  ابر صفحه جدا ساز 3-3   

مسئله طبقه بندي داده هائي كه در دو كلاس مختلف قرار  را مي توان به  )SVC ( مسئله طبقه بندي

از داده هائي كه در سه كلاس يا بيشتر قرار دارند صرف نظر مي  (يممحدود  نماي، ) two class(دارند 

 مي باشد كه براي نيل به اين هدف از كلاس داده از يكديگر در اين مسئله هدف جداسازي دو .) كنيم 

هدف ما ايجاد يك معيار طبقه بندي . تابعي استفاده مي كنيم كه از مثال هاي موجود بدست آمده است 

ودر عين حال به خوبي قابل تعميم . راي مثال هاي نا مشهود به خوبي قابل استفاده باشد مي باشد كه ب

در اين جا تعداد زيادي معيار طبقه بندي خطي وجود .  را در نظر بگيريد )3-3(مثال شكل . با شد 

فاصله  .(دارد كه مي تواند داده ها را جدا سازي نمايد ولي فقط يكي از آنها حاشيه را ماكزيمم مي كند

اين طبقه بندي كننده خطي  ابر صفحه ) . بين آن و نزديكترين نقطه داده هر رده را ماكزيمم مي كند 

)hyperplane ( به صورت شهودي انتظار داريم مرز بدست .جدا ساز بهينه در نظر گرفته مي شود

 . آمده را بتوانيم به كل محدوده هاي ممكن تعميم دهيم 

 

  

 
  

  ابر صفحه جداساز ) : 3-3(شكل                                             
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  : ابر صفحه جدا ساز بهينه 3-4    

 جداگانه هستند را در نظر كلاسموزش دهنده را كه متعلق به دو مسئله جدا سازي مجموعه بردارهاي آ

                                        .بگيريد 

)     7-3(           }{ }1,1{,,),(,....,),( 11 −∈∈= yRxyxyxD nll
            

  

  : داريم كه

    )8-3  (                                                0, =+ bxw                        

  . ، نشان دهنده ضرب داخلي است > <كه در رابطه 

شوند بايد داراي كمترين ميزان مجموعه بردارهايي كه به صورت بهينه بايد توسط ابر صفحه جداسازي 

 چندان 3-8معادله .  به ابر صفحه بايد ماكزيمم باشد نقطهز سويي فاصله بين نزديكترين و اخطا باشند 

خوش تغيير نماييم بهتر است ابر ين كه بخواهيم كليت مسئله را دست بدون ا،مناسب به نظر نمي رسد 

  . بايد در رابطه زير صدق كنند  b وw مجاز را به كار ببريم كه در آن  ايصفحه

)     9-3               (                       1,min =+ bxw i

i
                      

شرط ذكر شده بر روي پارامتر ها براي ساده سازي فرمولاسيون مسئله ضروري مي باشد ، در واقع به 

برابر با معكوس فاصله وزني بين نزديكترين نقطه فرم بردار وزني بايد : عبارت ديگر مي توان گفت 

  .مجموعه داد هها نسبت به ابر صفحه باشد 

زماني كه گفته مي شود يك مجموعه از نقاط به صورت بهينه بوسيله يك صفحه جدا كننده ،جداسازي 

  : شده اند كه 

  .گروههاي مربوطه قرار بگيرند   در بدون اشتباه -1

 .ا صفحه جدا كننده بيشينه باشد فاصله بين نزديكترين نقاط ت -2

 مفهوم اين رابطه نشان 3-4در شكل . ارضا شود 3-9 كه شرط  را طوري ميابيمw وbپس پارامتر هاي 

  . داده شده است 
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  كمترين فاصله نقاط تا خط جدا كننده) :3-4(      شكل                      

  

                      . بردار باياس گويند  b بردار وزن و به wكه به 

                                   .بايد شرط زير را محقق كند يك ابرصفحه جداساز در حالت مجاز خود 

)        10-3                          (libxwy ii ,,1,1],[ K=⇒≥+  

 

  : برابر است با (w,b)  و x  بين نقطه  d(w,b;x)فاصله 

  

)       11-3          (                       ||||

|,|
);,(

w

bxw
xbwd

i +
=         
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 بايد رعايت 3-10داده مي شود ودر عين حال شروط معادله  ρابر صفحه بهينه توسط ماكزيمم حاشيه 

 :  مرز مذكور توسط رابطه زير محاسبه مي شود  .شود

     

      )  12-3 (              

.
||||
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|,|min|,|min
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ابراين ابر صفحه كه به صورت بهينه داده ها را از يكديگر جدا مي سازد بايد مينيمم سازي زير را بن

  .انجام دهد 

    )   13-3                          (                           
2||||

2

1
)( ww =Φ                      

تحقق پيدا ) ساز  اجد به صورت يك ابر صفحه(  3-10 است چرا كه معادله bاين رابطه مستقل از 

بنابراين مرز بدون تغيير .  باعث حركت آن در جهت طبيعي به سوي خود مي گردد bو تغيير  مي كند

ولي ابر صفحه ديگر بهينه نخواهد بود و به يكي از دو رده نزديكتر از ديگري خواهد بود باقي مي ماند 

 SRM به صورتي كه معادل با به كار گيري اصل 3-13معادله براي ملاحظه چگونگي حداقل سازي . 

 .                                                                 :باشد فرض كنيد رابطه كراندار زير برقرار است

       )14-3(                                                     Aw <||||  

  :  داريم 3-11 و 3-10معادله از 

  )     15-3                             (                   
A

xbwd
1

);,( ≥             

 )3-5( به هر يك از نقاط داده باشند ودر شكلA/1بنابراين ابر صفحه ها نمي توانند نزديكتر از فاصله 

ت تعداد ابر صفحه هاي موجود كاهش ميابد و از اين رو نيز مي توان مشاهده نمود كه در اين صور

  .ظرفيت نيز كمتر خواهد شد 
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  شرط براي صفحه هاي جدا كننده) : 3-5( شكل                                 

 بعدي به صورت زير محدود مي  n در فضاي  ،مجاز  مجموعه ابر صفحه هاي  n برابر با VCبعد 

  . شود 

)         16-3                                           (1],min[ 22 +≤ nARh  

از اين رو مي توان چنين .  شعاع ابر صفحه هاي شامل كل  نقاط داده مي باشد Rكه در اين رابطه 

 vc، معادل با مينيمم كردن كران بالاي بعد 3-13معادله استنباط نمود كه به صورت مينيمم در آوردن 

 با استفاده از نقطه 3-10 با توجه به شروط معادله 3-13حل مسئله بهينه سازي معادله  . مي باشد 

                           . يني تابع لاگرانژ به دست مي آيد ز

      )  17-3    (             ∑
=

−+−=Φ
l

i

ii

i bxwywbw
1

)1],[(||||
2

1
);,( αα  

 

 به bو w بايد نسبت به متغيرهاي عامل لاگرانژي .  ضرب كننده لاگرانژي مي باشد αدر رابطه فوق 

با استفاده از عامل لاگرانژ كلاسيك مي .  به صورت ماكزيمم در آيد α ≤ 0صورت مينيمم ونسبت به 

 را به مسئله دوگانه آن تبديل نماييم كه حل آن آسان تر 3-17به معادله توانيم مسئله اوليه مربوط 

  . خواهد بود 

       ) 18-3                 (         )),,(min(max)(max
,

αα
αα

bwW
bw
Φ=  
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  . به صورت روابط زير خواهد بود   Ф براي عامل لاگرانژيbوw مينيمم نسبت به 

)19-3( ∑
=

=⇒=
∂
Φ∂ l

i

ii y
b 1

00 α  

)20-3(                                         ∑
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=⇒=
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Φ∂ l
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iii xyw
w 1

0 α  

  

  . ه زير رهنمون مي سازد  ما را به مسئله دوگان3-19 و  3-18 و 3-17در اين صورت معادلات 

)21-3(   ∑∑ ∑
= = =
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kjijiji xxyyW
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  : و حل اين مسئله به صورت زير خواهد بود 
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  . شود ودر اين راستا شروط زير بايد در نظر گرفته 

)    23-3                                             (∑
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 ضرب كننده لاگرانژي را تعيين مي كند و ابر صفحه 3-23با رعايت شروط معادله  3-22حل معادله 

  :جدا ساز بهينه توسط رابطه زير داده مي شود 

)24-3( ∑
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 مي باشند كلاس دادهبه هرمربوط ) support vector( بردارهاي پشتيبان Xr  و Xsدر رابطه مذكور 

  : و 

   )26-3                                   (1,10, =−=⇒> srsr yyαα  

  

  : به صورت زير خواهد بود ) hard classifier( عامل طبقه بندي كننده سخت 

)27-3( ),sgn()( * bxwxf +=  

  

 براي درون يابي خطي مرزي ميتواند) soft classifier( يك عامل طبقه بندي كننده نرم كليبه طور 

                         .مورد استفاده قرار گيرد

       

)   28-3(              




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zz
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 -1اين روش مي تواند مناسب تراز طبقه بندي سخت باشد چرا كه خروجي هايي با مقادير حقيقي بين 

  . ايجاد مي كند 1و 

)   29-3              (   libxwy ii

i ,...,10)1],[( =⇒=−+α 
  

  :  بخشند   زير را تحقق  رابطهمي توانند  و در نظر گرفتن اين امر كه فقط مقادير

)   30-3                             (                1],[ =+ bxwy ii

            

اگر .انژ براي آنها غير صفر استبه نقاطي اطلاق مي شوند كه ضرائب لاگر) ها SV(برادارهاي پشتيبان 

ها بسيار  sv بر مبناي مرز خواهد بود و تعداد svكل داده ها به صورت خطي قابل جداسازي باشند 

 training( در نتيجه ابر صفحه توسط يك زير مجموعه كوچك از مجموعه آموزشي . كم خواهد بود 

set ( وزشي خارج نمود ودر صورتيكه ابر صفحه نقاط ديگر را مي توان از مجموعه آم. تعيين مي شود

براي مشاهده اين امر به فصل ( ها مجددا محاسبه شوند باز هم جواب هاي يكساني بدست خواهد آمد 
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 براي خلاصه نمودن اطلاعاتي كه در يك مجموعه داده  svmاز اين رو مي توان از . ) مراجعه نمائيد 4

اگر داده ها به صورتي خطي تفكيك پذير . ه نمود  توليد شده است استفادsvوجود دارد و توسط 

  . باشند تساوي زير برقرار خواهد بود 

        

   )31-3(       ∑ ∑ ∑ ∑
= ∈ ∈ ∈

===
l

i SVsi SVsi SVsj

jijijiii xxyyw
1

2 ,|||| αααα  

  

  . طبقه بندي كننده به صورت زير كراندار خواهد بود vc بعد 3-16با توجه به معادله 

)  32-3                 (                                ∑
∈

+≤
SVsi

nRh 1],min[ 2

                                                       

به يك سري نقاط اطلاعات در دو كلاس مختلف كه توسط يك خط قابل جداسازي باشند تفكيك 

  اين گونه نقاط را مشاهده ميدر شكل نمونه اي از. پذير خطي گويند كه ساده ترين حالت مي باشد 

  . ييد نما

 
  مثال تفكيك پذير خطي) : 3-6(   شكل                                    

  :  ابرصفحه جدا ساز بهينه تعميم يافته 3-5   

تفكيك پذير و به صورت خطي تا كنون بحث ما به مواردي محدود شده است كه داده هاي آموزشي 

 و ممكن است ما با داده هائي روبرو شويم يست اين مسئله هميشه صادق نولي ،جدا شدني مي باشند 

 عموما از يك تابع پيچيده تر استفاده مي شود تا كه به صورت خطي قابل جداسازي نباشند كه در مورد

  .  موجود توصيف شود كران
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  ههاي تفكيك نا پذير خطي ددا) : 3-7(      شكل                            

  

دهيم متغيرهاي غير  ز متد ابر صفحه جدا ساز بهينه استفاده كنيم و آنرا تعميمبراي اين كه قادر باشيم ا

   .مي كنيم و تابع جريمه را معرفي   منفي

)    33-3                               (∑ >⇒=
i

iF 0)( σξξ σ
σ                

 

ينه سازي هم اكنون براي مينيمم مسئله به.  را نشان مي دهد  ميزان خطاي طبقه بندي ξiدر اين رابطه 

معيار طبقه بندي كننده نيز در كنار آن  vcسازي خطاي طبقه بندي به كار مي رود و مينيمم سازي بعد 

 به صورت زير  خطي براي مورد جدا ناپذير3-10شروط معادله . مورد توجه واهميت قرار دارد 

  : اصلاح شده است 

)   34-3                      (libxwy i

ii ,...,11],[ =⇒−≥+ ξ  

  

  . برقرار مي باشد در رابطه فوق 

  .  تعيين مي شود كه تابع زير را مينيمم مي كند  wابر صفحه جدا ساز بهينه تعميم يافته توسط بردار 

) 35-3                       (                 ∑+=Φ
i

iCww ξξ 2||||
2

1
),(      
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.  تعيين مي شود 3-34معادله ين مي باشد كه با توجه به شروط  ومع مقدار داده شدهCدر رابطه فوق 

يني لاگرانژي داده مي  توسط نقطه ز3-34 تحت شرايط معادله 3-35حل مسئله بهينه سازي معادله 

  . شود 
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)  36-3(  

  

αو β عامل لاگرانژي بايد نسبت به .  ضرب كننده هاي لاگرانژي مي باشندw و b  وx  مينيمم شود و 

لاگرانژ كلاسيك دوگانه قادر است مسئله اوليه .  بايد ماكزيمم شود β و αاز سويي نسبت به متغيرهاي 

مسئله دوگانه آن توسط رابطه زير داده مي . را به مسئله دوگانه آن تبديل كند 3-36مربوط به معادله 

  .شود 

) 37-3              ()),,,,(min(max),(max
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βξαβα
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bwW
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Φ=  

  

  . توسط روابط زير داده مي شود Ф براي لاگرانژ ξ و  b و w نسبت به مينيمم
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  .  مسئله دوگانه به صورت زير خواهد بود 3-37و 3-36با استفاده از معادلات 
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kjijiji xxyyW
1 1 1

,
2

1
max)(max αααα
αα  

  

  .واز اين رو حل مسئله به صورت زير خواهد بود 
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  . شروط زير بايد در نظر گرفته شود هم چنين 
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ان خواهد بود و تنها تفاوت اين دو در اصلاح حل مسئله مينيمم سازي با مورد تفكيك پذير كاملا يكس

اين پارامتر قابليت كنترل ظرفيت  . تعيين شود  بايدCپارامتر . كرانهاي ضرب كننده لاگرانژي مي باشد 

  .مي تواند مستقيما به پارا متررگولاسيون مرتبط گردد   كهبقه بندي كننده را فراهم مي كنداضافي در ط

  

  

 

  :  بالا  ابعاديي داراي ويژگي تعميم به فضا3-6     

 را به فضاي ويژگي ابعاد x مي تواند بردار ورودي svm ،در مواردي كه كران خطي نا مناسب مي باشد

 يك ابر صفحه جدا ساز بهينه را svmبا انتخاب  يك نگاشت غير خطي اوليه ،. مرتبط نمايد zبالاي 

  )3-8شكل (.در فضاي داراي ابعاد بالاتر ايجاد مي كند 

  

                   
    نگاشت فضاي ورودي به يك فضاي مجازي با ابعاد بالاتر:)3-8( شكل

ثر توابع را مي توان مورد  ولي خوشبختانه اكتعدادي محدوديت براي نگاشت غير خطي وجود دارد 

  .استفاده قرار داد



 

   48 

ه اي شعاشي و توابع حلقوي از ميان نگاشت هاي قابل قبول مي توان به چند جمله اي ها ، توابع پاي

  .  به صورت زير در مي آيد 3-40مسئله مدل سازي معادله . اشاره كرد 
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ل مي باشد كه نگاشت غير خطي به فضاي ويژگي را انجام مي دهد ابع كرن تk(x,x’)كه در اين رابطه 

  :يعني . وشروط تغييري نمي كنند 
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 ضرب كننده هاي لاگرانژي را تعيين مي 3-43 با استفاده از محدوديت هاي معادله 3-42حل معادله 

كند وعامل طبقه بندي كننده سخت از ابر صفحه جدا ساز بهينه در فضاي ويژگي استفاده مي كند  كه 

  .قق پيدا مي كند توسط رابطه زير تح
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  : وداريم 
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هاي روي  svدر اين جا باياس با استفاده از دو بردار پشتيبان انجام مي شود ولي مي تواند از تمام 

  .ري مناسبي را بدست آورد پايداكناره استفاده كند تا 
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ل مطابقت داده شود و عامل طبقه اس باشد ، باياس مي تواند با كرنل شامل يك عبارت باياگر كرن

  :بندي كننده به صورت زير در مي آيد 

)    46-3                       ()),(sgn()( xxKxf i

SVsi

i∑
∈

= α           

  

 مي تواند  ،ل محدوديوهركرنداراي عبارت باياس مي باشند ل هاي به كار رفته شده تعدادي از كرن

 3-43طوري ساخته شود كه داراي يك عبارت باشد اين امر باعث مي شود با حذف شرط معادله 

  . زي ساده تر شود مسئله بهينه سا

  

  : بررسي اجمالي 3-7   

شايد آزمودن . ي مي باشند  به صورت تفكيك پذير خط ،ويژگي داراي ابعاد بالانوعا داده ها در فضاي 

وجدا سازي داده ها چندان معقول نباشد ، خصوصا در وضعيتي كه تعداد محدودي از داده ها در 

دسترس باشد و احتمال آسيب آنها توسط نويز نيز مصور باشد ، از اينرو در عمل نياز است تا از روش 

در .  لاگرانژي در آن استفاده مي شود تفكيك ناپذيري استفاده شود كه از كران بالاي ضرب كننده هاي

مشابه با مسئله رگولاسيون كه .  را چگونه بايد تعيين كرد  Cجا اين سوال پيش مي آيد كه پارامتر ناي

 مي تواند مستقيما براي كرنال هاي خاصي به Cبايد ضرب رگولاسيون انجام مي شد ، مقدار پارامتر 

ه بررسي اعتبار را مي توان براي تعيين اين پارامتر مورد يك پروس. پارامتر رگولاسيون مرتبط شود 

در رفع الگوهاي . البته متدهاي كار آمد تر و بهتري نيز در اين راستا ابداع شده است . استفاده قرار داد 

آموزشي كه به صورت بردارهاي پشتيبان نمي باشند ، حل بدون تغيير مي ماند ومتد سريعي براي 

  .پشتيبان پراكنده مي باشند مورد استفاده قرار مي گيرد ارهاي بررسي حالتي كه برد
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  : توابع كرنل 3-8  

موضوع اين قسمت مربوط به روش هاي نگاشت ازفضاي اصلي به حوزه اي با ابعاد بالاتر به وسيله  

زه ورودي ها استفاده از توابع كرنل باعث مي شود به جاي آن كه در حو.توابع كرنل گوناگون مي باشد 

استفاده از تابع .كار كنيم به فضاي ديگري منتقل شده ودر آن فضاي مجازي داده ها را دسته بندي كنيم 

  .كرنل در حوزه ورودي معادل با ضرب داخلي در فضاي مجازي است 

     )47-3                  (                        )(),(),( xxxxK ′=′ φφ         

  

  : صادق باشد يعني شرايط زيررا بر آورده كند  Mercerتابعي باشد كه در شرايط   Kاگر 

    )48-3      (           0)()(),( ≥⇒′=′ ∑
∞

m

mmmm axxaxxK φφ  

)   49-3         (     20)()(),( LgxdxdxgxgxxK ∈⇒>′′′∫∫  

 

 .آنگاه كرنل ، يك ضرب داخلي درست را در فضاي مجازي نشان مي دهد 

 

 

  . را ارضا مي كنند در زير آمده اند mercer توابعي كه شرايط 

  ) : linear(  كرنل خطي 3-8-1   

  :ساده ترين نوع تابع كرنل مي باشد كه به صورت زير نمايش داده ميشود 

                       ) 50-3(                                               xxxxK ′=′ ,),(               

    3-8-2 polynomial  :   

  .باشد غيرخطي مي  مدلهاي مورد توجه برايكرنل يك  polynomialكرنل غيرخطي  

)51-3(   
d

xxxxK ′=′ ,),( 

  

)52-3(       
dbxxxxK ),(),( +′=′ γ  

  

  .شد با تر مي  پر استفاده)  3-52( مكرنل دوكه 
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 (rbf)Gaussian Radial Basis Function    3-8-3:  

  :روند ر به صورت گاوسي بكار مييشتاند و ب  اهميت زيادي پيدا كرده اكنونradial basisتوابع 

)                    53-3           (                 






 ′−
−=′

2

2

2

||||
exp),(

σ
xx

xxK  

  

   3-8-4 Exponential Radial Basis Function:  

  : در نظر بگيريد به صورت روبرورا تابع اين 

)                  54-3                (                  





 ′−
−=′

22

||||
exp),(

σ
xx

xxK  

ها قابل قبول  آورد كه در زماني كه ميزان ناپيوستگي اي را به دست مي اين تابع يك حل خطي تكه

 .تواند مورد استفاده قرار گيرد باشد، مي

  

  3-8-5 MULTI – LAYER PERCEPTRON 

MLP باشد كه به صورت  مخفي داراي يك نمايش كرنل معتبر مي شناخته شده داراي يك تكه لايه

  :باشد زير مي

)               55-3                      (        ( )δρ +′=′ xxxxK ,tanh),(    

 

 :  سريهاي فوريه3-8-6   

ه زل درباكرن.  بكار برد بعدي2m+1توان براي بسط فضاي ويژگي   يك سري فوريه را مي







−

22222222

IIII
,

 شود  تعريف مي

)               56-3             (                  
))(

2

1
sin(

))(
2

1
sin(

),(

xx

xxN

xxK

′−

′−+
=′

  

تواند انتخاب خوبي باشد چرا كه ظرفيت رگولاسيون آن ضعيف است و اين  ل نمي با اين وجود كرن

  .مسئله از تبديل فوريه مربوط به آن نيز قابل تشخيص است
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  )SPLINE(:جمله ايهاچند  3-8-7      

چند يك . باشند هاي مورد توجه مي ند از گزينهرپذيري خاصي كه دا جمله ايها بدليل انعطافچند  

  :شود توسط اين رابطه داده مي Sτ قرار گرفته در مكان kجمله متناهي داراي مرتبه 

      )     57-3(               
k

s

N

s

k

s

r
k

r

r xxxxxxK )()(),(
10

ττ −′+−+′=′ ∑∑
==

  

  :شود  به صورت زير تعريف مي0,1] (اي نامتناهي دربازه  جمله چند يك

)           58-3(             τττ dxxxxxxK k

s

k

s

r
k

r

r +−′+−+′=′ ∫∑
=

)()(),(

1

00
  

 

  : شود ل توسط رابطه زير داده ميكرنk=1 كه در حالتي 

     

    )      59-3( 
3),min(

6

1
),min(,

2

1
,1),( xxxxxxxxxxK ′−′′+′+=′  

  

  :)B) Bsplinesجمله ايهاي  چند 3-8-8    

 مورد استفاده قرار جمله ايها هستند كهچند جمله ايها نوع ديگري از فرمول بندي چند  اين نوع از 

]ل در بازه گيرند كرن مي   : باشد شود و به صورت زير مي  تعريف مي−,11111111[

)        60-3              (                                   )(),( 12 xxBxxK N
′−=′ +             

  

  :پذير لهاي جمع كرن3-8-9   

اين حقيقت از آنجا ناشي . تري را به دست آورد لهاي پيچيدهتوان كرن  با جمع كرنلها با يكديگر مي

  . شود كه جمع دو تابع معين مثبت به صورت معين و مثبت خواهد بود مي

)       61-3                          (                               ),(),( xxKxxK
i

i
′=′ ∑  
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  :  كرنل هاي چند بعدي 3-8-10    

  :لها به صورت زير به دست آيند كرنtersorتوانند با استفاده از حاصل  لهاي چند بعدي ميكرن

)       62-3(                                    ),(),( ii

i

i xxKxxK ′=′ ∏  

  

ضرب و از حاصل . باشد لهاي كثيرالجمله چند بعدي سودمند مير ساختار كرن روش براي استفاده داين

  .يدآ لهاي نامتغير به دست ميكرن

 .  تابع كرنل استفاده شده است ده زا درنرم افزار اين مقاله لازم به ذكر است كه
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   :سنجش عملكرد3-9    

 ـ با استفاده از شاخصه،بندي كننده   عملكرد يك عامل طبقه    ت و ويژگـي ذكـر شـده،    هاي حساسيت، دق

  .ي شودسنجيده م

)      63-3(                         

FNFPTNTP

TNTP
accuracy

FPTN

TN
yspecificit

FNTP

TP
ysensitivit

+++
+

=

+
=

+
=

  

  

  : مذكور ابطو در ر 

 TP دنك بندي مي ماشين يادگيري به درستي طبقه(بندي مثبت صحيح  تعداد موارد طبقه(  

 TNكند بندي مي ماشين يادگيري به درستي طبقه( منفي صحيح بندي شده  تعداد موارد طبقه(  

 FPماشين يادگيري مورد را تحت عنوان مثبت نامگذاري (بندي شده مثبت نادرست   تعداد مواد طبقه

  )باشد كند در حاليكه مورد مربوط منفي مي مي

 FNتحت عنوان منفي ماشين يادگيري مورد را (باشد  بندي شده منفي نادرست مي  تعداد موارد طبقه

  )باشد كنددر حاليكه مربوطه مثبت مي نامگذاري مي

دهد و ميزان ذكر  بندي شده صحيح را نشان مي  در ارزيابي حساسيت در صد حالات عملكردي طبقه

  . دهد  بندي صحيح را نشان مي شده از قبل درصد حالات معيوب داراي طبقه

 دستي و خيلي راحت با توجه به شكل عمل كرد براي بدست آوردن مقادير مذكور مي توان به شكل

 .بنابراين از آوردن اين محاسبات در نرم افزار صرف نظر شده است 

 .كه گزينه ها از بالا به ترتيب حساسيت ، نرخ داده هاي اشتباه ، دقت مي باشند 
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   مناسب ؟ انتخاب كرنل3-10    

 گوناگون براي يك مسئله خاص تركيب هاي  وجود شود اين است كه با سوالي كه در اينجا مطرح مي

 در VC كران بالاي بعد . ال جديدي نيستتواند مناسبتر باشد البته اين سو  مي از توابع كرنل كداميك

با اين وجود اين روش نيازمند تخمين . تواند ابزار مناسبي براي مقايسه كرنالها باشد  مي 3-16معادله 

در نگاه كلي حتي اگر يك . ها در يك فضاي ويژگي غيرخطي دارد شامل دادههايي دارد كه  شعاع ابركره

ل به خوبي توسعه داده شود، تا زماني كه بر روي تعداد زيادي از مسائل رنمتد تئوري براي انتخاب ك

 بنابراين انتخاب كرنل به صورت . كامل آن اطمينان داشت توان به صحت مورد ازمايش قرار نگيرد نمي

لخواه انجام مي گيرد و اگر نقاطي با يك كرنل قابل جداسازي نبودند مي با يست اين كار را دستي و د

 . درست با ساير كرنل ها انجام داد تا زمان جدا سازي

  

   :  svm مقايسه بين شبكه هاي عصبي مصنوعي و 3-11  

نه هاي انتخاب اساس شناسا يي تجربي يك سيستم بر مبناي مشاهدات محدود و تحليل هائي روي نمو

چون تمام اتفاقات ممكن ونتايج آنها را نمي دانيم پس فضاي ورودي ها به طور كامل . شده مي باشد 

واين يكي از ضعف . پس نمونه برداري در فضاي ورودي توزيعي نا همگون دارد . شناخته شده نيست 

  .هاي بزرگ براي مدل هاي پيشنهادي در پيش بيني واقعيت مي باشد 

يك مدل جامع براي شبكه هاي عصبي كه سابقا استفاده مي شدند اين بود كه نمي توانستند مشكل 

اين مشكل ناشي از الگوريتم بهينه سازي بود كه براي انتخاب پارامتر ها استفاده . سيستم بدست آورند 

مي رفت در هم چنين معيارهاي آماري كه براي مقايسه چند مدل و انتخاب بهترين آنها به كار . مي شد 

  . ايجاد مشكل بي تاثير نبود 

 توسيعي از مفهوم شبكه عصبي است كه صرفا به كم بودن خطاي كل مدل در پيش  svm در حقيقت 

  .بيني نتايج توجه دارد نه به اين كه سعي كند در هر مرحله خطاي مربوط به همان مرحله را كمينه كند 

SRMبد و سپس آن را كمينه مي كند بر خلاف  حد بالائي براي مجموع اين خطا ها مي ياERM كه 

تلاش مي كند ميزان خطاهاي جزئي در اطلاعاتي كه شبكه را آموزش مي دهد در هر مرحله كم كند 

  . داراي قابليت هاي بيشتري باشد SVM همين اختلاف باعث مي شود كه 

SVM در ابتدا براي حل مسائل دسته بندي )SVC (براي حل مسائل ولي امروزهكاربرد داشت  

  ). SVR( نيز كاربرد دارد رگراسيون

ها وشبكه هاي SVMلازم به ذكر است كه در پايان خاطر نشان شويم كه تفاوت عمده ديگري كه بين 

به عنوان مثال .  دو حالت بيشتر براي پيش بيني وجود ندارد SVMعصبي وجود دارد آن است كه در 



 

   56 

اتيكي سيستم قدرت پيش بيني حالت سيستم يا امن است يا نا  در ارزيابي امنيت است SVMدر كاربرد 

 تكليف ما بهتر SVMبنابراين در پيش بيني هاي )  موقعيت ناامن -1 موقعيت امن و 1عدد(امن است

ولي در شبكه هاي عصبي . روشن مي شود كه يا شبكه ما در حالت امن كار مي كند ياحالت نا امن 

اشد وممكن است حالات مختلفي كه سيستم در حال كار مي باشد دامنه پيش بيني ها گسترده مي ب

 يا 0.75بسته به نوع ورودي متفاوت باشد مثلا ممكن است با پيشگوئي شبكه عصبي موقعيت سيستم 

  .پس تصميم گيري در استفاده از شبكه هاي عصبي مشكل تر مي شود . باشد ....  يا 0.5

كه در شبكه هاي عصبي به ازاي يك تابع تبديل وبه ازاي  در واقع مي توان اين گونه برداشت كرد 

ها به  SVM ولي در .  بدست مي آيد  -1 و 1پيوسته اي بين ودي هاي متفاوت خروجي هاي ور

در ) . يا امن يا نا امن .( ازاي ورودي هاي متفاوت فقط دو حالت براي خروجي ما اتفاق مي افتد 

كه در شكل  .به صورت نمادين نشان داده شده است   svmتفاوت بين شبكه عصبي و) 3-9(شكل

  . مي باشند {x0,x1,….,xn}ورودي هاي ما 

  

  
  

  

  svmتفاوت بين شبكه عصبي و ) : 3-9(شكل 

  

 

 

 

*** 

Neural 

 

Network 

 

SVM 
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  فصل چهارم    

    

  
  

  svm     نرم افزار            
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   :  svmنرم افزار   1-4

 با  matlab نوشته شده است ولذا براي اجراي آن احتياج به محيط matlabار به زبان اين نرم افز

  را به جائي كه فايل هاي اين نرم  matlabبراي اجراي اين نرم افزار مسير .   يا بالاتر دارد 7 ورژن

  . اجرا مي شود  را تايپ كرده كه با اين كار نرم افزار  svmافزار در آنجا قرار دارد تنظيم كرده و كلمه 

  
 svmنرم افزار  ) : 4-1( شكل 

 جهت ارزيابي امنيت استاتيكي سيستم قدرت استفاده مي شود بدان  svmدر اين مقاله از روش 

از شبكه قدرت بدست مي ) نقاط امن ونا امن ( صورت كه توسط آزمايشات وتجربيات نقاط اطلاعاتي 

 انجام مي  power world simulstor و psatم افزار آوريم كه در فصل آينده همين كار را توسط نر

  .دهيم كه مفصلا بحث خواهد شد 

  svmخصوصيات نرم افزار  2-4

  .از جمله خصوصيات اين نرم افزار در زير آمده است 

  دارا بودن از محيط گرافيكي و زيبائي ظاهري  -1

  تابع كرنل خطي وغير خطي تعريف ده  -2

 فراخواني اطلاعات از يك فايل متني  -3

  گزارش متني بعدازهرعمليات قابليت نمايش -4

  به زبان انگليسي، در حين انجام كار helpدارا بودن فايل -5
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 قابليت ذخيره سازي نمودار ها پس از هر عمليات  -6

  پيش گوئي درمورد يك نقطه انتخابي قابليت -7

  .نرماليزه كردن داده ها در صورت لزوم ونمايش داده هاي نرمال شده  -8

  
   svmنماي ) : 4-2( شكل                                                

ابتدا بايد فايل .  مي دهيمبراي آشنائي با طرز كار اين نرم افزار مراحل انجام يك پروسه ساده را شرح

 براي جستجوي فايل ،انتخاب كرده   آن آموزش دهيم بارا شبكه مان مورد نظرمان را كه مي خواهيم 

) 4-3( كه با انجام اين كار پنجره ي شكل  رفتهload text file و سپس fileر به روي متني مورد نظ

  .            ظاهر مي شود 
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  جستجو براي فايل متني ) : 4-3(     شكل                                   

د ديد اين فايل  خواهي در فصل بعدكههمان طور، فايل مورد نظرمان را انتخاب كرده در اين قسمت

وبايد به ترتيبي كه در شكل يل متني ذخيره سازي شده است اشامل نقاط اطلاعاتي است كه در قالب ف

  . مشاهده مي كنيد ذخيره شود ) 4-4(
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  طريقه نوشتن نقاط اطلاعات ) : 4-4(    شكل                                

  .  اند  ذخيره شده file3 نقاط  در اين

 تابع كرنل موجود تابع به ما داده مي شود كه از بين ده اين امكان  kernel functionsت در قسم

  .كرنل مورد نظررا انتخاب كرده و پارامترهاي آنها را به مقدار دلخواه تنظيم نمائيم 

  
  توابع كرنل ) : 4-5(   شكل                                             

 براي شروع تابع كرنل . تا بع كرنل انتخاب مي نمائيم و نتايج را مقايسه مي كنيم هس براي اين مثال ما 

linear محاسبات براساس تابع كرنل انتخاب دكمه  با فشردن . را انتخاب مي كنيم 

 روي صفحه ... و   ها و در صد آنها ومقدار خطا و باياس اوليهsvشده انجام مي شود و مقادير ، تعداد 
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 command windowهم چنين گزارشي از تمام مراحل كار روي پنجره .  ظاهر مي گردند نرم افزار

  .ظاهر مي شود كه مي توان ازآن كپي گرفته و در يك فايل متني ذخيره كرد 

  
 svmمحاسبات در ) : 4-6(شكل                                             

  .ي شود  نمودار دو بعدي ظاهر مبا فشردن دكمه 
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 linear , c=infنمودار دو بعدي ) : 4-7( شكل                                

همان طور كه مشاهده مي كنيد عمل جداسازي با موفقيت انجام شده و نقاط اطلاعات در دو كلاس 

 مي باشند هاsvنقاطي را كه به دور آنها دايرهاي سياه رنگي قرار دارد . امن وناامن طبقه بندي شده اند 

 ودرصد آن 6ها برابر sv مي باشند و همان طور كه مشاهده شد تعداد svكه در اين مثال تمامي نقاط 

  . مي باشد % 100نيز 

            
   Polynomial , c=inf , y=5,b=1 ,d=2                              erbf , c=inf                 

  جداسازي توسط توابع كرنل  ) : 4-8(      شكل                            

 اين امكان را براي كاربر فراهم مي نمايد كه در صورت لزوم داده هاي خود را نرماليزه svmنرم افزار 

مرتب شوند كه اين امر مزايائي ) -1  1(، نرماليزه كردن داده ها باعث مي شود كه داده ها در بازه كرده 

  ردن داده ها قبل از آموزش بايد گزينه براي نرماليزه ك. دارد 

در حالتي كه ما از .  ظاهر مي شوند Normalized dataداده هاي نرمال شده در كادر . تيك بزنيم 

 روش نرمال كردن داده ها استفاده مي نمائيم ديگر در مورد نقطه انتخابي نمي توانيم استفاده كنيم
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 زيرا نرمال كردن اطلاعات بر اساس تعداد ،ل شده است بنابراين قسمت مربوط به پيش گوئي غير فعا

مشخص سطر وستون ماتريس داده ها انجام مي شود و اضافه كردن نقطه جديد باعث به وجود آمدن 

طا در كل داده ها مي شود وهم چنين اگر تصميم به نرمال كردن نقطه به تنهائي بگيريم باز چون ساير خ

در رابطه با اين موضوع راهكاري به . نمي كنند باز هم بي فايده است نقاط در نرمال كردن نقشي ايفا 

داده هاي نرمال شده ي ) 4-9(در شكل. ذهنمان نرسيد و مي تواند موضوعي براي تحقيق بيشتر باشد 

file3 را مي بينيد .  

  
 نرماليزه كردن داده ها ) : 4-9( شكل                                        

يزه كردن داده ها براي كرنل هائي كه داراي قلمرو محدود مي باشند ضروري مي باشد و از سوئي نرمال

براي تشخيص ضروري بودن نر ماليزه سازي بايد . مي تواند براي كرنل هاي نا محدود نيز مفيد باشد 

 را  Hessian  ماتريسدر ضمن نرماليزه سازي عدد  شرطي. خواص ورودي را مورد بررسي قرار داد 

 .) در مقاله بحثي نمي كنيم Hessianدر مورد ماتريس ( . در مسئله بهينه سازي بهبود مي بخشد 
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  . يكي از خصوصيات اين نرم افزار آن است كه قابليت پيش گوئي در مورد يك نقطه انتخابي را دارد 

  
 طه حالت پيش گوئي در مورد يك نق: )4-10(   شكل                            

پيش گوئي كنيم براي اين كار نقطه را در كادر  ) 2.7   3.5( فرض مي كنيم مي خواهيم درمورد نقطه

در اين روش اين امكان براي ما به وجود .   را مي فشاريم  مربوطه نوشته سپس دكمه 

 بودن مي آيد كه در مورد نقاطي كه حالت آتي شبكه مي باشند پيش گوئي كرده و حالت امن يا نا امن

نقطه مورد نظر براي مدت سه ثانيه چشمك زن مي باشد و سپس به رنگ مشكي در . شبكه را بدانيم 

  . گوياي اين مطلب است ) 4-11(مي آيد كه شكل 
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  rbf  , c = inf , y = 5) : 4-11(شكل                                       

  .نطقه امن قرار دارد همان طور كه مشاهده ميشود نقطه مورد نظر در م

گاهي اوقات ممكن است نقاطي را كه مي خواهيم شبكه را با آن آموزش دهيم توسط يك تابع كرنل 

شكل . قابل جدا سازي نباشند و ما را مجبور به استفاده از يك كرنل غير خطي كنند ) linear(خطي 

( و شكل .  اثبات مي رساند  را در جدا سازي نقاط غير خطي به linearعدم موفقيت كرنل ) 12-4(

  . را در انجام اين كار نشان مي دهد erbfنيزموفقيت كرنل ) 13-4

  
          linearعدم موفقيت كرنل ) : 4-12(شكل                                 
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 erbfموفقيت كرنل  ) : 4-13(شكل                                       

)  ها SV( براي نقاط روي مرز وعه اي از نقاط به هم ريخته ، ضرايب لاگرانژ بعد از دسته بندي مجم

 ها در تعيين SVاين بدين معني است كه تنها . غير صفر بوده وبراي تمامي نقاط ديگر صفر مي باشد 

ها آموزش ببيند ، SV مرز جدا كننده موثر مي باشند يعني اگر نقاط ديگر حذف شده و شبكه صرفا با 

 )4-15(و ) 4-14(شكل . م همان صفحه جدا كننده بدست مي آيد باز ه

  

  
  ها در عمل جداسازي svنقش يكتاي ) : 4-14(      شكل                          



 

   68 

  
  ها در جداسازيsv نقش يكتا ي  حذف نقاط و) :4-15(       شكل                   

 ها بود يعني نقاطي  SV ، بايد به دنبال SVMپس در تصميم گيري در سيستم هاي قدرت به روش 

  ) نكته خيلي مهم (.  مطلوبند  ،كه روي مرز امنيت و عدم امنيت قرار مي گيرند

 كه عدم موفقيت يك تابع كرنل خطي را در جدا سازي نقاط غير خطي مشاهده كرديد ، بدون در حالتي

  . شده است Cتي ضرائب لاگرانژ برابر با مقدار پنا لترديد حداقل يكي از 
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  :تعريف حالت  1-5

 از عات داريم كه اين نقاط احتياج به يك سري نقاط اطلاsvm نرم افزار از آنجائي كه براي استفاده از

نجام داده ايم بدست مي آيد لذا احتياج به رفتارهاي امن نتايج آزمايشاتي كه به روي شبكه ي خاصي ا

از بدست آوردن نقاط اطلاعات توسط  . ونا امن يك شبكه داريم كه اين نقاط را براي آن تعريف نمائيم 

كه حالت سيستم بنا به تعريف شخصي است وممكن . آزمايشات مكرر حالت سيستم به دست مي آيد 

اما بايد سعي شود حالتي در . ريف اين مقاله وديگران متفاوت باشد است تعريف شما از شبكه با تع

نظر گرفته شود كه از نظر كاربرد و آزمايشات مكرر ساده و هم چنين از نظر منطق عقلي به كاربردهائي 

در ضمن نقاط اطلاعات بدست آمده توسط آزمايشات را بايد طوري بدست . كه دارد نزديك باشد 

بيشتر ها ) sv)support vector در واقع با اين كار تعداد .مرز امن ونا امن باشدآوريم كه نزديك به 

و پيش بيني در مورد حالات آتي سيستم بهتر انجام مي گيرد وپاسخ هاي بدست آمده منطقي تر شده 

  .  مي باشند 

  

  ) :روش اول ( psatاستفاده از نرم افزار  2-5

مي توان از هر نرم افزاري كه در اين زمينه به ما ياري براي بدست آوردن نقاط امن و ناامن يك شبكه 

 باشد لذا به matlab به زبان svmمي رساند استفاده كرد اما چون در اين جا سعي شده نرم افزار 

 باشد وهم پاسخ هاي درستي به سوالات ما بدهد matlabدنبال نرم افزاري مي گرديم كه هم به زبان 

.  و استفاده از آن در بدست آوردن حالت مورد نياز مي پردازيم psatفزار در اين مقاله به معرفي نرم ا

 open را نيز انتخاب كرد كه هم power world simulator ته مي توان نرم افزار ديگري مثلا الب

source مي باشد وهم چنين شكل امن ونا امن شبكه را به شكل نمايشي نشان مي دهد ولي چون اين 

را در بدست  را انتخاب كرده و استفاده از آن  psat نيست لذا در ابتدا همان matlabان نرم افزار به زب

 power world simulator ولي در پايان مقاله مثال هائي از نرم افزار .  بيان مي كنيم آوردن حالت

  . را نيز براي بدست آوردن حالت بيان مي داريم 

در بدست آوردن   ما. مي باشدsvm سيستم قدرت به كمك در اين مقاله هدف ارزيابي امنيت استاتيكي

 براي آموزش شبكه از بار گذاري بارهاي شبكه براي بدست آوردن حالت )روش اول ( حالت سيستم

 و تمام  حالت گذرا نمي باشدمنيت استاتيكي بحثي پيرامون  در ا كهمي دانيم. امن ونا امن مي پردازيم 

 و ، نمي كنيم  اين جا نيز ما بحثي در مورد آن لذا دررار مي دهد ،حالت ماندگار را مورد بررسي ق

 شرايط .ادامه مي دهيم  )STEADY STATE( مباحث خود را پيرامون حالت دائم  سيستم قدرت 

بر قراري امنيت استاتيكي در يك سيستم قدرت آن است كه تمامي ولتاژ باسها در محدوده 
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0.95<v<1.05باشد و هيچ خطي نيز به  over load نرفته باشد كه تمامي اين حالات درحالت دائم 

  . سيستم بررسي مي شود 

تعريف حالت دلخواه است و هر شخصي بنا به تعريف خودش نقاط همان گونه كه قبلا گفته شد 

 تعريف حالت را بنا بر بار گذاري بارهاي )روش اول (اطلاعات را تعريف مي كند ولي در اين مقاله

  :اديم بنابراين ، اين گونه تعريف مي كنيم شبكه قرار د

ها باشد پس y در محور qها و  x درمحورp تعميم دهيم ، به گونه اي كه (p,q)را به ) x,y(اگر نقطه  

  :محور مختصاتي به شكل زير داريم 

  
  نمايش محور مختصات ) : 5-1(                                     شكل 

  . همان توان راكتيو مي باشد q و همان توان اكتيوpكه  

 بار داريم qافزايش در % 20 و pافزايش در % 10را اين گونه تعريف نمائيم كه  (1,2)حال اگر نقطه 

 كه در واقع طبق تعريف (1-,2) بار داريم وبراي مثالي ديگر  pكاهش در % 10 يعني فقط  (1,0-)و

 مي باشد مي توانيم به راحتي نقاط امن qار كاهش در مقد% 10 و pافزايش در مقدار % 20مي شود 

  . براي پيشگوئي استفاده نمائيم svmوناامن را تعريف نمائيم و از 

 وكليات آن مي پردازيم وسپس به چگونگي psatدر اين مقاله ابتدا مختصري در مورد نرم افزار 

  . براي انتخاب حالت مناسب بحث مي كنيم psatاستفاده از 
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  : psatار نرم افز 3-5

  
 psatنرم افزار  ) : 5-2(شكل                                            

دكتر .  نوشته شده است  matlab مي باشد كه به زبان  open sourceاين نرم افزار يك نرم افزار 

 آن را  ميلادي اولين نسخه2002 ميلادي نوشتن اين نرم افزار را شروع ودر سال 2001ميلانو در سال 

 :  اين نرم افزار مي توان به سايت اينترنتي زير مراجعه كرده downloadبراي . ارائه داد 

 http:// thunderbox.uwaterloo.ca / fmilano   
توان  مي، آمده است)5-1 (در جدول نرم افزار ديگر از خصوصيات بارز اين نرم افزار كه به همراه چند

   : موارد زير اشاره كردبه

  )PF : POWER FLOW(خش بار  پ-1

   )CPF / VS(  پخش بار پيوسته يا آناليز پايداري ولتاژ -2

  ) OPF ( پخش بار بهينه -3

   )SSSA(  آناليز پايداري سيگنال كوچك -4

   )TDS (  شبيه سازي در حوزه زمان -5

  )GUI ( زيبائي ظاهري ودارا بودن محيط گرافيكي -6

  )CAD( با آيكون هاي گرافيكي  معرفي شبكه ها به نرم افزار -7

  



 

   73 

  خصوصيات چند نرم افزار ) : 5-1 (جدول

  
 24 موجود مي باشد كه از آن جمله مي توان به شبكه IEEEدر اين نرم افزار شبكه هاي استاندارد 

  : مشاهده مي كنيد  را  باس باره14  كه نماياستاندارد اشاره كرد ، باس باره 3 و 6 و9و14و

  
   باس باره استاندارد  14شبكه  ) : 5-3(          شكل                          
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  . به روي شما باز مي شود )5-4( شكل  اجرا نمائيد matlabاگر اين نرم افزار را در محيط 

  
   psatنماي  ) : 5-4(                  شكل                           

 را (txt.) امكان گرفتن يك گزارش در قالب فايل متني از خصوصيات بارز اين نرم افزار آن است كه

به كاربر مي دهد و اين خصوصيت اين امكان رابه كاربر مي دهد كه نتايج مختلف را به سادگي با 

سخني  كار با اين نرم افزار ي در اين مقاله به دليل زيادي مطالب در مورد چگونگيكديگر مقايسه نمايد

 در مورد حالت شبيه سازي كه براي .ه نتايج نهائي بدست آمده اكتفا مي كنيم و فقط ب. به ميان نمي آيد 

 تدابيري انديشيده است و ابزار وامكاناتي را در اختيار psatطراحي شبكه مورد نظر به كمك ما مي آيد 

   .يم ما مي گذارد كه به كمك آنها مي توانيم مدل شبكه را به صورت گرافيكي طراحي نمائ

 كليك كرده ، با انجام اين كار پنجره صفحه بعد به به محيط شبيه سازي به روي آيكون براي ورود 

  : روي ما باز مي شود 
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  محيط شبيه سازي) : 5-5(    شكل                                         

رار مي با كليك كردن به روي هر يك از آيكون ها ادوات مورد نياز در طراحي شبكه در اختيار ما ق

  : گيرد كه از جمله مي توان به موارد زير اشاره كرد 

، انواع خطوط tap عناصر اصلي شبكه شامل ترانسفورماتورهاي دو و سه سيم پيچه با قابليت تنظيم -

  ... انتقال ، جبران سازهاي استاتيك و

  
  ...وط وعناصر اصلي شبكه شامل ترانسفورماتورها،انواع خط ) : 5-6(  شكل             
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  انواع باس بارها و اتصالات -

  
  زير مجموعه باس بارها و اتصالات ) : 5-7(       شكل                           

   CPF و  OPFمجموعه اي براي محاسبات  -

  
  CPF و  OPFعناصر  ) : 5-8( شكل                                    

  انواع خطاها و مدار شكن ها -

  
  

  مدل خطا ها ومدار شكن ها  ) : 5-9(   شكل                             
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  انواع مختلف بار  -

  
  انواع مختلف بار  ) : 5-10(     شكل                                   

    FACTSعناصر  -

  
   FACTSعناصر ) : 5-11(    شكل                                    
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  . باس باره را به شكل زير طراحي مي نمائيم 7ابتدا يك شبكه براي بدست آوردن حالت 

  
   باس باره 7شبكه  ) : 5-12(      شكل                                      

 آنقدرمتغير است كه دركل شبكه نقش اساسي 5باس ر در اين شبكه فرض را بر آن مي گذاريم كه با

 را بر حسب در صدهاي ذكر شده 5ا ثابت فرض كرده و بار باس بنابراين ما بقي بارها ر. ايفا مي كند 

 كه البته مي توان اين موضوع را به كل شبكه تعميم داد و توان اكتيو و راكتيو كل شبكه .تغيير مي دهيم 

 ابتدا در حالت ، پسرا تغيير دهيم اما چون حجم محاسبات زياد مي شود از انجام آن پرهيز مي كنيم 

 در نظر مي 5 را براي توان راكتيو بار باس p.u 0.9 راي توان اكتيو و را بp.u 1.3ر مقداكار عادي

  : كه مشاهده مي نمائيد . يك گزارش از اين شبكه مي گيريم گيريم و

  
   باس باره 7گزارش پخش بار در حالت كار عادي شبكه  ) : 5-13(               شكل 

ا مشاهده كرده و حالت امن نا امن را از روي آن ها بدست اساس روش ما اين است كه ولتاژ باس ها ر

  V<1.05> 0.95و طبق استاندارد فرض مي كنيم كه ولتاژ باسها بين محدوده. مي آوريم 

  . ) مقادير داده شده بر حسب پريونيت مي باشد (.باشد 
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من معرفي ميكنيم  باشد شبكه را نا ا p.u 0.95 يا كمتراز p.u 1.05حال اگر ولتاژ باسي بيشتر از 

 را براي 1 را براي آن انتخاب مي كنيم در غير اين صورت شبكه را امن معرفي كرده و عدد -1وعدد 

 نا امن اين شبكه نشان داده شده است ي زير دو نمونه از حالت هايدر شكل ها. آن انتخاب مي نمائيم 

 :  

  
  )الف  (                                                      

  
  )ب                                                       ( 

  حالات نا امن شبكه  ) : 5-14 (شكل                                      

  :  زير آمده است شكل اطلاعاتي بدست مي آيد كه در در پايان نقاط

 
  باس باره 7 براي شبكه نقاط اطلاعات ) : 5-15 ( شكل                       
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اين نقاط را فراخواني كرده و توسط تابع كرنل .  ذخيره شده اند  svm نرم افزار file1نقاط فوق در 

erbf آمده است ) 5-16( جداسازي مي كنيم كه حاصل اين عمل در شكل .  

  

  
  باس باره 7محدوده امن وناامن شبكه ) : 5-16(     شكل                       

 اين نقطه را نا امن  erbf كرنلپيش گوئي كنيم ) 7    -2(  نقطه ميخواهيم در موردبه عنوان مثال 

  . مشاهده مي كنيد ) 5-17(معرفي مي كند كه در شكل 

  
   erbf , c =infپيش كوئي درمورد يك نقطه ) : 5-17(  شكل                        

ملاحظه مي ) 5-18(ن نقطه را امن معرفي مي كند كه در شكل  استفاده نمائيم ايrbfولي اگر از كرنل 

  .كنيد 
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  rbf , c = infپيش گوئي در مورد يك نقطه ) : 5-18(شكل                         

 اين نقطه را قرار داده و پخش بار مي زنيم مشاهده مي شود  psatزماني كه ما با استفاده از نرم افزار 

  )).5-19(شكل. (امن شبكه قلمداد مي شود كه اين نقطه از نقاط 

  
   )7   -2(امن بودن نقطه ) : 5-19(                                   شكل 

  

   را متهم صد در صد در ارزيابي دانست ؟  svmدر اين حالت تكليف چيست ؟ آيا مي توان 

 كه ناشي از ،حدودورودي هاي ما را يك سري نقاط اطلاعات م svmاز آن جائي كه در روش 

 بنا براين ميزان خطاي موجود ، تشكيل مي دهندمشاهدات مااز حالات امن ونا امن يك سيستم است ،

پس مي توان چنين استنباط كرد كه هر چه  )منشا اصلي خطا (نيز بستگي به تعداد كل ورودي ها دارد

ها sv (ده بين محدوده امن وناامنتعداد ورودي هاي ما بيشتر و تعداد نقاطي كه در اطراف مرز جدا كنن

  .  بيشتر باشد پيش گوئي ما نيز از حالات آتي سيستم با خطاي كمتري انجام مي شود )

همان طور كه از شكل ها پيداست در صفحه مقدار زيادي فضاي خالي از نقطه يافت مي شود كه همين 

  .امر ميزان خطاي كل را افزايش مي دهد 
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  عوامل موثر در خطا) : 5-20(       شكل                               

  

 نقاطي د نقاط را بيشتر نمائيم به گونه اي كه در فضاهاي خالي نيز نقطه وجود داشته باشداگر تعداحال 

  :  ذخيره شده اند file5 مطابق زير داريم كه در 

  
   باس باره7كه نقاط جديد براي شب) : 5-21(                               شكل 

  :  انجام مي دهيم rbf و erbfرا دوباره با دو كرنل ) 7  -2( هم اكنون پيش گوئي در مورد نقطه 
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  erbf , c = infپيش گوئي توسط ) : 5-22(شكل                            

  

  
  rbf , c = infپيش گوئي توسط ) : 5-23( شكل                            

كه البته هنوز هم مي توان . مي شود هر دو پيش گوئي نقطه مورد نظر را امن معرفي مي كنند مشاهده 

  .ها پيش بيني هاي بهتر و دقيق تري از حالات آتي سيستم داشت svبا افزايش تعداد 
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   ) :روش دوم (PSAT   روش ديگر بدست آوردن حالت توسط 4-5

 بدست بياوريم بر اين اساس بود كه با افزايش يا PSATتا كنون حالاتي را كه مي خواستيم توسط 

 مي در اين بخش، كاهش بار عملكرد سيستم را مشاهده و امن وناامن بودن سيستم را پيدا مي كرديم 

  .خواهيم روشي را پيشنهاد كنيم كه بر اين اساس نيست 

ازاتفاق افتادن  يك اساس روش پيشنهادي به اين صورت است كه ما حالت ماندگار يك سيستم را پس 

 باس باره 24 روش ما شبكه ايندر.  بررسي مي نمائيم )روش دوم(خطا و به موجب آن قطع يك خط

  .براي كار انتخاب مي كنيم  را  موجود مي باشدPSAT كه در ، IEEEاستاندارد 

  
   باس باره استاندارد24شبكه ) : 5-24(  شكل                                  
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  : حالت كار عادي به روي شبكه پخش بار مي زنيم در 

  
   .P.Uتوان عبوري از خطوط بر حسب ) : 5-25(                         شكل 
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  .P.Uولتاژ باس ها بر حسب ) : 5-26( شكل                                   

 

 مي V<0.95>1.05من همان طور كه مشاهده مي شود تمامي ولتاژ باس ها در محدوده مجاز و ا

  .باشد 

شباهتي كه بين اين روش و روش اول وجود دارد آن است كه نقطه دو بعدي كه بدست مي آوريم 

 به Q و  Pحال براي بدست آوردن .  توان راكتيو مي باشندQ توان اكتيو و P كه ،) P   Q(همان 

گزينه مربوطه را قبل  ميگيريم كه براي اين كار بايد MWگزارشي از پخش بار شبكه بر حسب 

  . ازگرفتن گزارش علامت گذاري نمائيد 



 

   87 

  
  MWنحوه گرفتن گزارش بر حسب ) : 5-27( شكل                          

  .  به شما مي دهد.P.Uاگر اين قسمت را علامت گذاري نكنيد گزارشي از پخش بار بر حسب 
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 MWاز خطوط بر حسب توان عبوري ) : 5-28(شكل                         

 خط اين 10كه ما .  عدد مي باشد 38همان طوركه مشاهده مي كنيد تعداد خطوط موجود در شبكه 

نحوه گزينش خط مورد .  نقطه بدست مي آيد 10شبكه را يكي يكي قطع كرده ، كه در واقع با اين كار 

 كه 1 به عنوان مثال خط . خط را به صورت تصادفي انتخاب مي كنيم 10نظر كاملا تصادفي بوده و 

چنين تعريف مي كنيم كه با .  مي باشد را انتخاب مي كنيم BUS102 و BUS101حد فاصل بين 

( شد  در حال عبور از آن مي با.Q=26.9715P.U و .P=12.2145 P.U كه توان هاي 1قطع خط

ها در محدوده امن آيا ولتاژ باس ) . جهت حركت توان اهميتي ندارد و فقط مقدار داراي اهميت است 
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1.05< V<0.95 ا خطوطي به اضافه بار رفته اند يا نه ؟ كه اگرولتاژها وتوان و آيا خطي يد نقرار دار

تعريف كرده و در غير ) 1(را امن ) 12.2145  26.9715(عبوري از خطوط در حد مجاز بودند نقطه 

 رفته است OVER LOADه براي دانستن آن كه خطي ب. معرفي مي كنيم ) -1(اين صورت نا امن 

يا نه ؟ ما ظرفيت خطوط را اين گونه تعريف مي كنيم كه در حالت كار عادي هيچ خطي به اضافه بار 

 افزايش داشت مي .1P.U عبوري ازخطوط پس از قطع يك خط  بيش از  Pنرفته است ولي اگر توان 

دانيم كدام خط به اضافه بار گوئيم آن خط به اضافه بار رفته ، پس ملاك ما براي تشخيص اين كه ب

در شكل گزارش پخش بار .  مي باشد .P.U رفته گزارش پخش بار در حالت كار عادي بر حسب 

  . را مي بينيد 1روي شبكه پس از قطع خط 

  
  1ولتاژ باسها پس از قطع خط ) : 5-29(   شكل                                   

رها در محدوده مجاز قرار دارند پس از نظر ولتاژ باس ها مشكلي مشاهده مي شود ولتاژ تمامي باس با

  . نداريم ، حال به سراغ توان عبوري از خطوط مي رويم 
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   1توان عبوري از خطوط پس از قطع خط ) : 5-30(                          شكل 

مي رسيم كه افزايش با يك مقايسه ساده بين اين گزارش و گزارش كار در حالت عادي به اين نتيجه 

1P.U. يك نقطه امن مي ) 12.2145   26.9715( در هيچ يك از خطوط اتفاق نيا فتاده پس نقطه

  . باشد 

اتفاق افتد ما شبكه را نا ) محدوده غير مجاز ولتاژها و اضافه بار خطوط( اگر يكي يا هر دو حالت فوق 

  . را قطع مي نمائيم 28حال خط . امن قلمداد مي كنيم 
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  28محدوده غير مجاز ولتاژ باس در اثر قطع خط ) : 5-31(                  شكل 

 در محدوده غير مجاز قرار دارد پس در هر صورت با 117همان طور كه از شكل پيداست ولتاژ باس 

 شبكه ما نا امن مي باشد ، حال به سراغ توان عبوري ازخطوط رفته تا ببينيم خطي به 28قطع خط 

 مي گيريم و طبق روند .p.uار رفته است يا نه براي اين موضوع پخش باري از شبكه بر حسب اضافه ب

شبكه در صورت قبلي با گزارش پخش بار در حالت كار عادي مقايسه مي كنيم كه گزارش پخش بار 

 و 25 و24كه مشاهده مي شود توان عبوري از خطوط . آمده است ) 5-32( در شكل 28قطع خط 

  . افزايش داشته است .p.uيك  بيش از 26
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  28به اضافه بار رفتن برخي از خطوط با قطع خط ): 5-32(                  شكل 

  .براي آموزش شبكه مي باشد ) -1(يكي از نقاط نا امن  ) 297.2637  59.1964(پس نقطه 

ه را پس از هر بار  خط را به طور تصادفي قطع نمائيم و گزارش پخش بارشبك10اگر به همين منوال 

  . آورده شده است )5-2(جدول  در قطع خطوط بررسي كنيم نقط اطلاعات بدست مي آيد كه
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   باس باره24موزش براي شبكه نقاط آ) : 5-2(ل جدو

  
  .  نرم افزار ذخيره شده اند file2.txtاين نقاط در 

  .  اين نقاط را جداسازي مي كنيم SVMحال توسط نرم افزار 

  
  linear , c=inf _ باس باره 24شبكه ) : 5-33( شكل                           

 باس باره چه اتفاقي براي شبكه خواهد افتاد و آيا 24 از شبكه 30اگر بخواهيم بدانيم كه با قطع خط 

پيش گوئي كنيم پس اين ) 160.1255  63.6393(شبكه امن خواهد بود يا نه بايد در مورد نقطه 

  .  كليك مي كنيمpredict بوطه مي نويسيم و رويدر كادر مرنقطه را 
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   باس باره24در شبكه  ) 160.1255   63.6393(پيش گوئي در مورد ) : 5-34(       شكل 

براي آن كه صحت كار را ببينيم با .  شبكه نا امن خواهد شد 30 با قطع خط SVMبا پيش گوئي 

  .دهيم  اين كار را انجام مي PSATاستفاده از 

  
  30 با قطع شدن خط 24به اضافه بار رفتن خط ) : 5-35(                           شكل 

پس  افزايش داشته و به اضافه بار رفته .1p.u بيش از 24همان طور كه مي بينيد توان عبوري از خط 

  . درست بوده است SVMپيش گوئي 

  

همان طور . ه ها را روي اين داده ها بحث مي كنيم مزيت نرماليزه كردن داد مبحث بعدي قبل از شروع

كه مشاهده مي كنيد پراكندگي اين داده ها بسيار زياد است وممكن برخي از توابع كرنل قادر به جدا 

 در جدا سازي اين نقاط قبل از نرمال rbfنا تواني تابع كرنل ) 5-36(در شكل .  نباشند هاسازي آن



 

   95 

 توانسته آنها را جدا rbfپس از نرماليزه كردن داده ها ) 5-37(شكل سازي نمايش داده شده است ودر 

 . سازي نمايد 

  

  
   در جدا سازي داده هاي نرمال نشدهrbfناتواني كرنل) : 5-36( شكل 

  

  
 rbfتوسط جدا سازي پس از نرماليزه شدن داده ها ) : 5-37(شكل 
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  ) : روش كلي (psat سيستم به كمك ي بعدn    روش بدست آوردن حالت5-5

بعد از اعمال هر . چنانكه گفته شد حالات مختلفي براي خروج خطوط مختلف از مدار وجود دارند

حالت روي شبكه، نتيجه عمليات پخش از بار لحاظ سطح ولتاژ در باس بارها و توان عبوري از 

  . خطوط، بررسي شده و نهايتا به دو دسته امن و ناامن تقسيم مي شود

اهيم بخش امنيت شبكه، چون هدف اين پروژه بررسي اثر احتمال پيشامدهاي مختلف با توجه به مف

روي محدوده امنيتي نيست پس محدوده هاي مجاز براي ولتاژ باس بارها و توان عبوري از خطوط به 

  . ازاي تمام شرايط ثابت مي مانند

به جز باس . رفته مي شود در نظر گpu 1.05-0.95محدوده ولتاژ قابل قبول براي باس بارها، بازه 

ولتاژ آنها در حدي ثابت نگه داشته مي شود كه . است AVRبارهايي كه چون ژنراتور آنها مجهز به 

اين باس بارها، بار مستقيم ندارند و به منظور كنترل سطح ولتاژ در .  استpu 1.05بعضاً بيش از عدد 

  .باس بارهاي شامل بار بكار مي روند

  . انتخاب شدIEEE باس بار 14، شبكه SVMلي از كاربرد براي ارائه مثال عم

براي يافتن محدوده هاي ناامني مربوط به خطوط، ماكزيمم توان آنها مجهول بود پس روش زير اجرا 

  :گرديد

در شبكه هاي بزرگ در ابتداي فاز طراحي خط، دانستن اينكه اين خط چه تواني قراراست منتقل كند 

% 10حدود ( ضريب رشد مصرفد شده براي ساليان طولاني كار مي كنلازم است و چون خط احداث

چنانكه براي هر خط يك انديس به .  هم در ميزان ماكزيمم توان عبوري از تاثير گذار است)در سال 

  :شكل زير تعريف كرده و مقدار آنرا در ابتداي طراحي در محدوده خاصي در نظر ميگيرند

  

  ضريب بارگذاري خط) = بوري از خطتوان ع)/(حداكثر توان مجاز خط(

        )1-5( 

يعني در . (در نظر مي گيرند% 30تا % 10كه در ابتداي احداث خط، اين مقدار را براي خطوط بين 

ظرفيت يك خط استفاده شده و بقيه ظرفيت آن براي لحاظ كردن % 30تا % 10از  شروع بهره برداري ،

  .)رشد مصرف در ساليان بعد خالي مي ماند

  . درنظر گرفته شده است% 30در اجراي اين پروژه، يك حد منطقي براي ضريب بارگذاري خطوط، 

يعني با فرض اينكه شبكه الان در ابتداي بهره برداري است و با توجه به نتايج پخش بار در شبكه، 

  . حداكثر توان مجازي كه مي تواند از خطوط بگذرد
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رت، محدود به اين امر است كه چك شود آيا بعد از وقوع بررسي امنيت استاتيك در يك سيستم قد

خطاهايي هستند كه در نهايت به خروج خط منتهي  در اين پروژه منظور، خروج خطوط يا وقوع(خطا 

، سطح ولتاژ باس بارها و ميزان توان عبوري از خطوط در محدوده هاي مجاز قرار دارند يا )مي شوند

ت سيستم، يك نتيجه داريم كه وضعيت امنيت شبكه را بعد از وقوع اي هر حالزنه؟ بدين ترتيب به ا

  . خطا معين مي كند

 يك  نظر نيست و فقط نتيجه حالت دايمدر بررسي امنيت استاتيك، چون اغتشاشات گذرا مورد

وضعيت مورد توجه است؛ پس براي انتخاب حالتها به اين امر توجه مي شود كه حالتي بايد انتخاب 

انگر توپولوژي  به خوبي وضعيت سيستم را براي شبكه تصميم گير توصيف كند يعني بيگردد كه اولا

  . خطا باشدشبكه در موقع وقوع

تشاشات محدوده پايداري گذرا روي آن اثري نداشته باشد يعني از ابتداي وقوع آن حالت تا غو ثانياً ا

  . رسيدن به حالت دايم، ثابت بماند

وان وضعيت ورود و خروج خطوط را به عنوان حالت سيستم معرفي كرد به خاطر دلايل ذكر شده مي ت

چون با اين تعريف، هم توپولوژي مجموعه براي ما و شبكه تصميم گير روشن مي شود هم اينكه 

تشاشات گذرايي كه در شبكه به غيك حالت ماندگار بوده و در اثر اوضعيت ورود و خروج خطوط 

   .  ثابت مي ماندوجود مي آيد تا پايداري رخ دهد،

در انجام اين پروژه، خطوطي كه از مدار خارج شده اند با عدد صفر و خطوطي كه در مدار هستند با 

بدين ترتيب يك سري داده به شكل زير بدست مي آيد كه هر سطر . عدد يك، نشان داده مي شود

بدين معني كه . م استنشان دهنده حالت سيستم و درجه امنيت شبكه بعد از اعمال آن حالت به سيست

  :اد در هر ستون، نشان دهنده وضعيت خط هم شماره با آن ستون هستند به شكل زيرداع
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  . عناصر ماتريس حالت سيستم هستند  ،

چنين وضعيتي داشته باشند مثلاً توان مصرف همچنين مي توان متغيرهاي ديگري در شبكه پيدا كرد كه 

البته در جايي مانند اين شبكه كه بارهاي متناسب با ولتاژ وجود ندارد اين وضعيت (شده توسط بارها 

ميزان توان مصرفي تغيير مي كند و اين متغير نمي تواند بيانگر   است و الا با تغييرات ولتاژ ،رابرقر

  .) باشدحالت سيستم در حوزه حالت دائم 
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پس متغيرهاي حالت براي توصيف شبكه حاوي توان مصرفي بارها و وضعيت ورود و خروج خطوط 

  :مي باشد كه در اجراي اين پروژه به ترتيب زير در نظر گرفته مي شود

  

PDemand, QDemand, State of lines   

       )3-5   ( 

  .و در فايل حاوي اطلاعات نيز به همين ترتيب وارد مي گردد

ستون آخر در فايل حاوي اطلاعات شبكه ، نشان دهنده وضعيت امنيت سيستم بعد از اعمال حالت 

روي شبكه و انجام عمليات پخش بار و مقايسه مقادير متغيرهاي حالت با محدوده هاي مجاز مربوط 

  . مي باشد

  . مقادير توان هاي اكتيو و راكتيو مصرفي بصورت پريونيت وارد مي شود

 راكتورهايي كه در پست عمل جبرانسازي را انجام مي دهند، در بخش مصرف وارد مي شود خازنها و

  . خازن توان راكتيو منفي مصرف مي كند و راكتور توان راكتيو مثبت مصرف مي كند

 است كه تعداد IEEE باس بار 14مثالي كه در اين پروژه به منظور مشاهده نتايج استفاده شده، شبكه 

  : به صورت زير محاسبه مي شودمتغيرهاي حالت

 يك توان اكتيو و يك توان راكتيو ،ند و هر باس داراي بار  باس بار را به هم وصل مي كن14 خط 20

 عدد متغير حالت وجود دارد كه وضعيت كلي شبكه را مشخص 48=20+14*2 پس كلادارد ، 

  . كنند مي

  :  قرار زير است سنجيم به مي  به اضافه بار رفتن خطوط راانديسي كه ما به كمك آن

                 )4-5     (                               

2

max1 4

1








∑
= i

i
n

i S

S

                    

  

  است وMVA بر حسب ) و قطع خطوطدر حالت بحراني (امiتوان عبوري از خط iSكه در آن 

iSmaxمم توان عبوري از خط نيز ماكزيi بر حسب (. ام مي باشدMVA.(  كهn تعداد خطوط 

  است 
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   باس باره 14شبكه ) : 5-38(شكل 

  

  :خواهد بود ) 5-39(در حالت كار عادي شبكه نتيجه پخش بار به صورت شكل 

  
   باس باره14پخش بار روي شبكه ) : 5-39(شكل 

  : آمده است ) 5-40(و مقادير توان عبوري از خطوط نيز در شكل 
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   باس باره در حالت كار عادي14توان عبوري از خطوط در شبكه ) : 5-40(شكل 

  

 ماكزيمم را با فرض آن كه شبكه داراي S و Sبر طبق توان هاي اكتيو و راكتيو عبوري از خطوط 

 )5-3(و در جدول.  بدست مي آوريم )5-5(ظرفيت آنها پر شده از رابطه % 30خطوطي است كه 

  . يادداشت مي كنيم 

)5-5(                                          )
3

10
(max ii SS =                    
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   ماكزيمم عبوري از خطوطS عبوري و S) : 5-3(جدول 

FROM  
BUS 

TO  
BUS Line 

P 
FLOW 
[MW] 

Q 
FLOW 
[MVAR] 

S 
FLOW 
[MVA] 

S 
MAX 
[MVA] 

bus 2 bus 5 1 57.8395 6.9997 58.2615 200 

bus 6 bus 12 2 11.4067 4.5914 12.2960 50 

bus 12 bus 13 3 2.7044 2.0136 3.3717 25 

Bus 6 bus 13 4 25.9892 14.4462 29.7343 100 

Bus 6 Bus 11 5 11.8601 12.8439 17.4822 50 

bus 11 bus 10 6 6.7065 9.793 11.8692 50 

bus 9 bus 10 7 6.0131 1.3893 6.1715 25 

bus 9 bus 14 8 12.0004 0.5180 12.0115 50 

bus 14 bus 13 9 9.0384 6.8621 11.3481 50 

bus 7 bus 9 10 37.8572 22.5226 44.0503 150 

bus 1 bus 2 11 241.742 38.0655 244.720 825 

bus 3 bus 2 12 100.229 13.9568 101.196 350 

bus 3 bus 4 13 31.6703 19.189 37.0300 125 

bus 1 bus 5 14 110.313 9.8657 110.753 375 

bus 5 bus 4 15 84.8619 13.7332 85.9659 300 

bus 2 bus 4 16 78.2528 5.0256 78.414 250 

bus 5 bus 6 17 64.936 7.2394 65.3382 225 

bus 4 Bus 9 18 21.4563 4.3489 21.8925 75 

bus 4 bus 7 19 37.8572 6.2676 38.3725 125 

bus 8 bus 7 20 0 33.4025 33.4025 100 

  

 شرط آن كه خطي . گرد شده اند 25 بر حسب سهولت در محاسبات ماكزيمم براي  Sكه البته مقادير

  :  نرفته باشد آن است كه over loadبه 

)                   6-5       (                                  
1)(

max

<
i

i

S

S

                    

  

  :انديس مبنا در حالت كار عادي شبكه را بدست مي آوريم ) 5-4(با استفاده از رابطه 
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)             7-5(  

حال ممكن است اين سوال پيش آيد كه چرا .  خواهد بود 0.395نديس بدست آمده برابر با پس ا

متوجه مي شويم كه خطي به اضافه بار رفته است باز هم بايد انديس را بدست ) 5-6(وقتي كه از رابطه

ضرورت اين مطلب از آنجا ناشي مي شود كه گاهي اوقات ما در شبكه خط يا خطوطي را . آوريم 

يم كه به اضافه بار رفتن آنها برايمان مهم نيست و جزء استثناء مي باشند ، و با وجود آنكه اين دار

پس در اين موقعيت مجبور به . خطوط به اضافه بار رفته اند باز هم شبكه را امن معرفي مي كنيم 

  .تعريف چنين انديسي مي شويم 

  
  11ولتاژ باس بارها بعد از قطع خط ) : 5-41(شكل 

  .ان طور كه مشاهده مي شود ازنظر ولتاژ باس ها شبكه نا امن مي باشد هم
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  :حال به سراغ توان عبوري از خطوط مي رويم 

  
  11توان عبوري از خطوط پس از قطع خط ) : 5-42(شكل 

 عبوري از خطوط را بدست آورده و در رابطه جايگذاري كرده ، كه محاسبات به S بر طبق نتايج فوق

  : جام مي شود صورت زير ان

807.16
75.100004.00001.020.0419.5384.0081.136.19569.5

02.012.127.038.33124.3451.6774.046.0298.038.8
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)   8-5(  

ست پس از نظر توان  بزرگتر از انديس مبناخيلي همان طور كه مشاهده مي شود انديس بدست آمده 

منظور از خيلي بزرگتر آن است كه شايد اگر اختلاف حدود (. عبوري از خطوط نيز نا امن مي باشد 

ريف ما دارد كه براي معرفي مي كرديم كه اين مقدار هم بستگي به تعدهم اعشار بود شبكه را امن 

   ).شبكه چه خصوصياتي مد نظر داريم

  )5-43(شكل. نرم افزار نيز وجود دارد 4نقاط اطلاعات در صفحه بعد آمده است كه در فايل 
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  .به فايل اكسل مراجعه شود 
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   : power world simulatorنرم افزار    6-5

در .  بوده و به راحتي قابل دريافت است psat ، open source نيز مانند  power worldنرم افزار 

اين بخش نيز ما در مورد چگونگي كا ر با اين نرم افزار را نشان نمي دهيم و بدون اتلاف وقت به 

  . سراغ يكي از شبكه هاي پيش فرض مي رويم 

  
 power world simulatorنرم افزار ) : 5-44( شكل                         

در اين قسمت ما محدوده ولتاژ باس بارها را  و توان عبوري از خطوط  را به منظور آن كه خطي به 

over load را بررسي مي نمائيم  نرفته باشد .  

  :نتخاب مي كنيم شبكه زير را ا

  
  در حالت امن باس باره 5شبكه ) : 5-45(                                 شكل 
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ك شدن به زمان ي قطع شده ودر حال نزدslackدر اين شبكه فرض مي كنيم كه خطوط متصل به باس 

 باري است كه دائما متغير است ودر زمان پيك بار زيادي به 5 باز مي باشيم و بار متصل به باس پيك

مي خواهيم بدانيم كه محدوه امن ونا امن  . آن متصل مي شود ودو بار ديگر را ثابت فرض مي كنيم

  . شبكه به چه صورت است و تا چه مقدار اضافه بار شبكه امن باقي مي ماند 

 50MW , 20MVAR را روي 5 و مقدار اوليه بار  را قطع كرده slackپس خطوط متصل به باس 

  :  تنظيم مي كنيم 

  
  slack  خطوط متصل به باس قطع) : 5-46(شكل                             

ما ) اضافه بار عدم رعايت محدوده ولتاژ و رفتن خطوط به (اگر يكي از دو عامل ذكر شده اتفاق افتد 

  . شبكه را نا امن معرفي ميكنيم 

 كه هم ولتاژ باس ها در محدوده .مي باشد ) 5-47(يكي از حالات نا امن شبكه به صورت شكل 

  .  رفته است  OVER LOAD  به مجاز نيست وهم يكي از خطوط

  
  حالت نا امن شبكه ) : 5-47(                                          شكل 
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  :بدست مي ايد ) 5-48(كه در پايان نقاطي به صورت شكل 

                                                       
   باس باره 5قاط اطلاعات شبكه ن) : 5-48(                              شكل 

  . قرار دارند file7كه اين نقاط در 

 )5-49(شكل.  محدوده امن ونا امن شبكه را پيدا مي كنيم  svmبا استفاده از 

  

  
  linear , c = infمحدوده امن و ناامن شبكه ) : 5-49(شكل                        
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